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Abstract

The classification of health insurance claims is a critical task for insurers in assessing potential
risks and maintaining stability. However, predicting claim outcomes remains a challenging
problem due to complex and high-dimensional data. This problem can be solved using
Machine Learning (ML) to predict possible claim decisions. Support Vector Machine (SVM)
is a ML model that has the ability to generalize the test data. Particle Swarm Optimization
(PSO) can improve the SVM performance, but the solutions found by PSO are often trapped
in local optima. Therefore, this article introduces a novel approach by applying Velocity
Pausing PSO (VPPSO) strategy to optimize SVM in insurance claim classification, which
has not been previously implemented in a previous study. Compared to SVM and SVM-PSO,
the proposed SVM-VPPSO significantly reduces the risk of premature convergence and
consistently produces better parameter results. SVM-VPPSO with linear kernel achieves
a fi-score of 90.17%, 90.16%, and 90.06% with 10, 20, and 30 particles, respectively. The
linear kernel also performs better than RBF with a difference of 0.39% on the test data. The
best configuration is SVM-Linear-VPPSO using 10 particles. This configuration achieves a
computation time of 46.938 seconds, which is faster than that of SVM-Linear-VPPSO with
20 particles. The variance in computational time with 10 particles is 1.832s, better than 20
particles with a variance time of 37.909s. The proposed method offers a significant practical
impact on real-world insurance, enabling early and accurate detection of health insurance
claims, reducing fraudulent claims, and improving customer trust.
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1 Introduction

Insurance is a financial agreement in which an individual or policyholder pays a premium to
an insurance company in exchange for protection against specified risks [1]. Health insurance
provides financial coverage for medical expenses such as surgeries, hospitalization, and treatment
for policyholder injuries [2]. The party who pays the premium is called the policyholder, and the
party responsible for providing this compensation is called the insurer [3]. By offering this, health
insurance reduces the financial burden, allowing them to allocate resources to other essential
needs [4]. Moreover, it also contributes to a greater sense of security, as the potential risks are
absorbed by the insurance provider [5].
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According to Otoritas Jasa Keuangan, an insurance claim is a process through which the
policyholder seeks compensation for the losses incurred by the insurer [5]. The risk factors that
lead to health insurance claims depend on the insurance provider and the type of coverage. Both
insurers and policyholders are exposed to risks related to claims, which affect competitiveness
and lead to termination of insurance contracts [6]. Common risk factors in health insurance
claims include the policyholder’s age, sex, body mass index, number of dependents, lifestyle
habits such as smoking, place of residence, and amount of premium paid. Claim classification
plays a vital role in helping insurance companies determine whether a policyholder is likely to file
a claim. Several factors can prevent policyholders from submitting claims, including incomplete
health examination records [7], lack of transparency in information [8], and financial instability
or liquidity problems within insurance companies [9].

The risks associated in claim classification drive insurance companies to predict potential
claims through a classification process before making decisions. This approach is necessary
to maintain the financial stability of the insurance company. Effective classification relies on
identifying specific patterns within the data [10]. These patterns can be analyzed with various
techniques, including an automated system designed to detect potential risk for claim classification
[11]. This analysis enables companies to recognize similarities in policyholder data that may
indicate a higher likelihood of filing a claim.

Manually predicting claim classifications is both challenging and time consuming. Machine
Learning (ML) offers a promising solution by enabling automated insurance claims prediction,
which can help estimate costs and reduce costs for organizations [12]. Various models can
be applied for this task, including K-Nearest Neighbors (KNN), Naive Bayes (NB), Artificial
Neural Networks (ANN), and Support Vector Machine (SVM). Among these models, SVM is a
widely used pattern recognition model, achieving a 98% success rate in geotechnical engineering
applications [13]. It has demonstrated excellent generalization performance in various domains
[14]. For example, in healthcare to diagnose asthma, SVM achieves the highest accuracy of
98.59%, outperforming KNN, NB, and ANN [15]. In the context of fermentation, SVM also
shows strong performance and generalization ability [16]. This capability allows SVM to classify
new data that were not included in the training set [17].

SVM involves several key parameters, including the regularization parameter (C'), the kernel
type, and the kernel-specific parameter (7). The regularization parameter is particularly important
to maintain consistency of the model, with Gaussian RBF kernels known to perform well on noisy
data [18]. However, determining the optimal values for these parameters is often done through
trial and error, which can be time consuming and inefficient [19]. To address this, optimization
algorithms are employed to automatically find the best parameter settings based on performance.

One of such optimization algorithms is Particle Swarm Optimization (PSO). PSO is a
metaheuristic algorithm known for its flexibility, ease of implementation, convergence stability,
and efficiency [20], [21]. When combined with SVM, PSO can effectively optimize parameter
selection without compromising classification accuracy [22]. It also enables global optimization
without relying on derivative information. A study by Anam et al. [23] applied this combination
to the classification of health insurance claims and demonstrated that integrated SVM with
PSO significantly outperforms standard SVM in performance. However, the previous study only
explored the standard PSO as an optimization method and no modifications to the PSO (e.g.,
velocity pausing mechanisms) were explored. This opens a research gap for introducing enhanced
variants like VPPSO to improve exploration and exploitation balance.

Although standard PSO can improve performance over standard SVM, it is known to suffer
from premature convergence and become trapped in local optima, which affects the quality
of parameter tuning [24]. This issue arises from a low-quality initial particle swarm and the
algorithm’s tendency to settle in local optima [25]. To address this, several modifications have
been proposed in metaheuristic algorithms, including crossover [26], chaotic initialization [27],
and the velocity pausing strategy [28].
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Velocity Pausing Particle Swarm Optimization (VPPSO) is an improved version of PSO
that implements the velocity pausing strategy. Previous studies state that VPPSO offers an
improved balance between exploration and exploitation during the search process [29]. It employs
time-varying inertia to achieve a more stable and balanced optimization, and introduces a third
movement strategy that allows particles to retain their velocity from the previous iteration.
Furthermore, VPPSO divides the population into two groups to preserve diversity [28]. Although
VPPSO has shown promise, it has not yet been implemented in the insurance case. Considering
the importance of accurate claim classification, this research proposes the integration of SVM-
VPPSO as a novel approach. The rationale behind combining SVM and VPPSO lies in leveraging
the high generalization capability of SVM with the enhanced search ability of VPPSO to achieve
better parameter tuning and, consequently, improved classification accuracy. Based on this
background, SVM-VPPSO is proposed for the classification of insurance claims. In general, the
main contribution or novelty of this article is as follows.

1. This research introduces a novel implementation of VPPSO to optimize SVM for the
classification of health insurance claims, filling a research gap where VPPSO has not been
previously applied in this domain.

2. This research study systematically compares SVM configurations using linear and RBF
kernels, with and without optimization, across various particle sizes to identify the most
effective model configuration in insurance claim classification.

2 Methods

This section explains the dataset that will be used, the research steps, the explanation about the
SVM and PSO algorithm, the proposed VPPSO, and the parameter configuration.

2.1 Research Dataset

The dataset used in this study is a Kaggle-sourced health insurance claim prediction. It comprises
seven attributes, which are age, sex, Body Mass Index (BMI) of the policyholder, number of
children, smoking status, region, and cost of the claim. The dataset encompasses seven features
and 1,338 entries, with two categorical output classes, claim and non-claim. A sample of the
insurance claim prediction dataset is shown in Table 1.

Table 1: Sample of Insurance Claim Prediction Dataset

No Age Sex BMI Children Smoker Region Charges Insurance Claim

1 19 0 27.90 0 1 3 16884.92 1
2 18 1 33.77 1 0 2 1725.52 1
3 28 1 33.00 3 0 2 4449.40 0
1338 61 0 29.07 1 1 1 29141.36 1

The explanation features of the dataset is as follows. Age denotes the policyholder’s age
and gender signifies the policyholder’s gender, which is encoded as 0 for female and 1 for male.
BMI provides a measure of relative weight to height (kg/m?), with an ideal BMI value ranging
from 18.5 to 25. The number of children of the policyholder. Smoker status identifies whether
the policyholder is a smoker or not, encoded as 0 for non-smoker and 1 for smoker. The region
denotes the policyholder’s region of residence within the United States (US), with categorical
values of 0 for northeast, 1 for northwest, 2 for southeast, and 3 for southwest. Cost refers to the
medical expenses that individuals incur for health services received. Lastly, the insurance claim
class represents the status of insurance claims, with categorical values of 1 for claim and 0 for no
claim. This dataset provides valuable information on the various factors that influence health
insurance claims.
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2.2 Research Steps

The general research workflow is illustrated in Figure 1. The process begins with loading the
health insurance dataset into the Google Colaboratory environment. This is followed by the
preprocessing stage, which consists of several steps: handling missing values, removing outliers
using the interquartile range method, normalizing numerical features using min-max scaling,
and performing feature selection based on correlation coefficients to remove irrelevant or highly
correlated attributes. After preprocessing, the dataset is split into three subsets, including
training data (70%), validation data (10%), and testing data (20%). The training set is used to
train the SVM, while the validation set is used to evaluate the performance of the SVM. The
test set is reserved for evaluating the final performance of the optimized model.

The SVM is implemented with both linear and non-linear or RBF kernels. To improve the
predictive performance of the model, SVM parameters are optimized using the VPPSO algorithm.
The VPPSO begins by initializing a population of candidate solutions (particles) that represents
possible values of the SVM parameters. Each iteration of the algorithm updates the particle
positions based on the best known solutions. At each step, the SVM is trained using the training
data, and its performance is evaluated on the validation set to calculate the fitness. If the
stopping criteria are not yet met, the process continues by updating the particle velocities and
positions. After convergence or early stopping, the best parameter configuration is selected and
tested on the test data to obtain the final accuracy, precision, recall, and fi-score, as well as
the computational time. To ensure robustness and avoid randomness in evaluation, the entire
VPPSO optimization process is repeated 25 times. The configuration that consistently achieves
the best fi-score and efficient computation is selected as the final model.
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Figure 1: Research Steps

2.3 Support Vector Machine

Support Vector Machine (SVM) was invented by Vapnik in 1992 and has been successful in
making predictions in many cases [30]. In classification, SVM operates by finding the optimal
hyperplane to separate two classes of data in the feature space [10]. The separated hyperplane can
be expressed by the equation w-x+b = 0, Here, w is the vector perpendicular to the hyperplane,
b is the bias, and x is a vector variable, x = (z!, 22, ..., xD), with D as the dimensionality of the
data [31]. The goal of SVM is to find the best hyperplane that separates data points x; based
on their labels. The training process of SVM algorithm begins with a random selection of the

vector w and the scalar b. The ¢-th training data point x; must satisfy the following conditions:
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xi-w+b> 1 fory, = 1, (1)

X -w+b< -1 fory =—1, (2)

for i =1,2,...,n, where n is the number of training samples. By multiplying both equations (1)
and (2) by y;, the two inequalities become as follows.

yi(xi - w+b)>1 = y(x;-w+b)—-1>0, (3)

with n being the number of training data points.

Suppose that there are two lines H; and Ho that satisfy equations x; - w + b = 1 and
X1 W+ b= —1, respectively. Let d; and do denote the distances from the lines H; and Hs to
the separating hyperplane. Let x; and xo be the data points closest to the hyperplane, which lie
exactly on H; and Hs, respectively. The margin distance between the two support vectors with
different labels, can be determined by defining a vector P as the projection of x; — x5 onto the
direction perpendicular to the hyperplane. As such, the following equation holds.

W — X0 - . b) — . b
P — (x; - %) W X1 WX w:(x1 w+b)— (xo- W+ ) (@)
[[wl] [[wl] [wl

Since x7 lies on Hjp, then x; - w + b = 1, and since x5 lies on Hs, then xo-w+ b = —1. By

substituting these into Equation (4), the equation below is obtained.

1—(-1 2
P = (=1) = . (5)
[wl| [w]|

If it is assumed that the distance between the hyperplane H; and Hs is equal, then the margin is
defined ||w|~!. As such, maximizing the margin is equivalent to minimizing ||w/|| or 271 |w]~1.
More conveniently, for optimization purposes, the squared norm is used, so the objective is to
minimize 3| /w||%. with constraints from Equations (3).

2.4 Particle Swarm Optimization

Particle Swarm Optimization (PSO) algorithm was introduced by Kennedy and Eberhart [32].
PSO is inspired by the social behavior of flocking birds and schooling fish. Each particle in PSO
navigates with its velocity through the search space to find the optimal solution by updating with
their position and velocity. All particles in the swarm are mathematically expressed as follows.

Vj:(v]l,v]?,v?,...,vf)), j=1,2,...,N, (6)
P; = (pglapiap?vvpf)v .] = 172a7N7 (7)

where v; and p; denote the velocity and position of the j-th particle, respectively. Here, D
represents the number of features or dimensions, and N is the size of the swarm.

At the start of the optimization process, the positions and velocities of all particles are
randomly initialized. During each iteration, the particles adjust their velocity and position based
on both the global best position found by the swarm (gbest) and their personal best position
(pbest;). The update rules are given as follows.

vj(t+1) = wv;(t) + ciri(pbest;(t) — p;(t)) + carz(gbest(t) — p;(t)), (8)
pj(t+1) :pj(t)—i-Vj(t-i-l), (9)
where t is the current iteration, ¢; and co are the cognitive and social acceleration coeflicients,
respectively, 1 and ry are random numbers uniformly distributed in the interval [0, 1], and w is

the inertia weight that controls the influence of the previous velocity. The inertia weight w is
typically decreased over time to balance exploration and exploitation. It is computed as follows.

W = Wmax — t(wmax - Wmin)T_la (10)

where T is the maximum iterations, wyax and wmin are set to 0.9 and 0.4, respectively [28].
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2.5 Velocity Pausing Particle Swarm Optimization (VPPSO)

Velocity pausing is a recent idea in which each particle does not necessarily update its velocity at
every iteration [28]. At any given step, a particle can move at the same velocity as in the previous
iteration. This idea enables particles to move potentially at three different velocities. These
velocities include slower velocity, faster velocity, and constant velocity. Unlike the conventional
PSO algorithm, which restricts particles to faster or slower velocities. VPPSO introduces a
constant velocity for its particle. This offers a significant advantage by balancing exploitation
and exploration, thereby mitigating the risk of premature convergence in standard PSO. For the
j-th particle the velocity is updated as follows.

( ) v;(t), if rand < a, 12)
vi(t+1) = 12
’ wv;(t)+ecirs (pbestj (t) — pj(t)) + cara(gbest(t) — pj(t)), otherwise,

where v;(t) and v;(t+1) are the velocities in iterations ¢ and t+1, a € (0, 1) is the velocity-pausing
parameter, ¢; and co are the cognitive and social acceleration coefficients, r3, 74 ~ U(0,1), and w
is the inertia weight (cf. Eq. (10)). When o — 1 every particle always updates (classic PSO);
when a — 0 particles rarely update, sacrificing exploration. Following Shami [28], we set av = 0.3.
To improve diversity, the first term of the conventional PSO velocity is replaced, and the
explicit inertia term is removed. Therefore, the proposed velocity of VPPSO is as follows.

vi(t+1) = Fv;(t), s alt)) + e1 ro(pbest; (t) — p; (1)) + o s (gbest(t) — p, (), (13)
with rz, 76,77 ~ U(0,1) and « is the exponential function that is defined as follows.
a(t) = exp(—(bt)*T7?), b=25 (14)
The nonlinear operator in Equation (13), that is, F : RP x [0,1] — RP is defined as follows.
F(v, k) = (jn|", [val®, ..., Jvpl®), v = (v1,v9,...,0p) € RP, k €0,1]. (15)
The update formula for the position of all particles is mathematically expressed as follows.
p;(t+1) = p;(t) + vt +1). (17)

The suggested algorithm divides the total population of particles N into two groups, with
the aim of preventing early convergence and preserving diversity. The first group comprises Ny
particles that adjust their positions and velocities using the standard PSO approach, with a
modification to the initial term, the velocity of the particle and the application of velocity pausing
as outlined in equation (17). The rest of the group consists of Ny particles. Their positions of
these particles are updated exclusively based on the global best solution. Each particle in this
second group adjusts its position as follows.

gbest + a(t) rs F(gbest, a(t)), r9 < 0.5,
pj(t+1)= (18)
gbest — a(t) rg F(gbest,a(t)), otherwise,

with rg,rg ~ U(0,1). where rg and rg9 are random numbers of uniform distribution within a
specified range [0, 1]. The values of the parameters N; and Na can be determined as N; = Ny =
[N/2] based on the research of Shami [28].
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2.6 Parameter Configuration

There are two types of algorithms are used based on the SVM kernel, which are SVM-Linear-
VPPSO and SVM-RBF-VPPSO. The SVM-Linear-VPPSO plays a crucial role throughout the
model formation process by determining the optimal parameter C' value for SVM model. The
evaluation process also was conducted using the SVM-RBF-VPPSO, which plays a crucial role
by determining the optimal parameter C and ~ value for SVM model. Both algorithms aim to
achieve the highest fi-score on the validation data. These algorithms are configured with specific
parameters. The maximum iteration is set to 100, and the number of particles varies between 10,
20, and 30. The range for parameter C' spans from 0.01 to 3.00. Additionally, the parameter of
is set to 0.3, while the parameters ¢; and co are both assigned a value of 2. These configurations
are based on Shami’s research [28]. These parameters also guide the velocity update that directs
particle movement towards optimal solutions.

The training process is evaluated after 25 iterations. This configuration ensuring that VPPSO
halts if there is no significant improvement in the fi-score. The experiment process is also
repeated 25 times to validate robustness and ensure well exploration of the parameter space
and reliable result of the VPPSO. This approach aims to enhance classification accuracy for
health insurance claim predictions. The termination for SVM-VPPSO is convergence criteria and
maximum iterations. The convergence criteria is used when the fitness values of the algorithm
do not improve, with a threshold of 107.

3 Results and Discussion

This section discusses the results of implementing the SVM model with VPPSO for health
insurance claim classification. There are two types of configuration based on the SVM kernel.
The results for each configuration with their accuracy, precision, recall, and fi-score are presented
in Table 2 and Table 3.

Based on the results, SVM models without optimization perform worse compared to the
SVM-PSO or SVM-VPPSO models. Although the unoptimized SVM model achieved a perfect
recall of 100%, it failed to achieve a good precision score. This indicates that while the model
successfully identifies all instances of fraudulent or rejected claims, it also misclassifies a significant
number of valid claims as fraud. In the context of insurance operations, this problem could lead
to unnecessary delays and manual reviews, causing dissatisfaction among legitimate policyholders
and increasing operational costs due to unnecessary investigations.

The best performing model configuration is SVM-Linear-VPPSO using 10 particles, which
achieved the highest average fi-score of 90.17% on the testing dataset, as shown in Table 1. In
comparison, the best configuration for RBF kernel, that is SVM-RBF-PSO with 20 particles,
achieved a slightly lower fi-score of 89.78% as shown in Table 3. This confirms that the linear
kernel is suitable for this insurance claim dataset. Moreover, the minimal difference of just
0.19% between training and testing fi-scores for SVM-Linear-VPPSO suggests that the model
generalizes well and does not overfit, making this congifuration more reliable for deployment in
real world environments.

Further analysis of the result shows that the SVM-Linear-VPPSO with 10 particles achieved
88.27% accuracy, 93.19% precision, and 87.35% recall on the testing dataset. High precision
score indicates that most claims predicted as fraud are indeed fraudulent, minimizing the risk of
wrongly flagging genuine claims. The balance between precision and recall ensures that insurers
can automate claim review processes more confidently, without sacrificing customer trust.

Optimization of the SVM model regularization parameter (C') using VPPSO resulted in
effective parameter values with C' = 0.8123, C' = 1.002, and C = 0.9455 using 10, 20, and 30
particles, respectively, allowing better model fitting. Notably, the linear kernel also required less
computational time than the RBF kernel, reinforcing its practicality.
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Table 2: Evaluation Result of SVM-Linear-VPPSO

SVM SVM SVM SVM SVM SVM SVM SVM
with with PSO VPPSO PSO VPPSO PSO VPPSO
C=001 C=0.10 10par. 10 par. 20 par. 20 par. 30 par. 30 par.
Train  73.39% 89.88%  90.04%  89.98% 90.03% 90.00% 90.07%  90.00%
Fi-score Valid 74.82% 89.70%  88.89% 88.77% 88.95% 88.80% 89.12% 88.86%
Test  76.21% 89.49%  90.04% 90.17% 90.04% 90.16%  89.82%  90.06%
Train 100.00% 92.62%  89.84% 89.48% 90.10% 89.55%  90.68%  89.656%
Recall Val  100.00% 91.46%  88.42% 88.21% 88.53% 88.26% 88.84% 88.37%
Test 100.00% 90.30%  87.54%  87.35% 87.93% 87.47% 88.24%  87.54%

Evaluation
Metric

Train  57.97% 87.30%  90.26%  90.51% 90.00% 90.47%  89.50%  90.37%
Precision Valid 59.77% 88.00%  89.36%  89.34% 89.37% 89.34% 89.41% 89.36%
Test 61.57% 88.69%  92.73% 93.19% 92.29% 93.03% 91.49%  92.76%

Train ~ 58.01% 87.93% 88.49% 88.47% 88.45% 88.48%  88.42%  88.46%
Accuracy Valid 59.79% 87.44%  87.46% 87.34% 87.52% 87.37% 87.70% 87.43%
Test 61.57% 86.94%  88.07% 88.27% 88.01% 88.24% 87.67%  88.10%

Table 3: Evaluation Result of SVM-RBF-VPPSO

SVM SVM SVM SVM SVM SVM SVM SVM
C=001 C=0.10 PSO VPPSO PSO VPPSO PSO VPPSO
vy=100 ~+=0.01 10 par. 10 par. 20 par. 20 par. 30 par. 30 par.

Evaluation
Metric

Train  73.34% 73.34%  94.12% 94.07%  93.83% 94.05% 94.06% 94.15%
Fi-score Valid 74.79% 74.79%  93.44% 93.26%  93.50% 93.54% 93.63% 93.58%
Test  76.21% 76.21%  89.77% 89.72% 89.78% 89.60% 89.77%  89.53%

Train 100.00% 100.00% 92.72% 92.63% 92.44% 92.61% 92.66%  92.70%
Recall Val 100.00% 100.00% 91.42% 90.95% 91.21% 91.00% 91.21%  90.95%
Test 100.00% 100.00% 86.38% 86.35% 86.18% 85.89%  86.16%  85.75%

Train ~ 57.91% 57.91%  95.55% 95.57%  95.256%  95.54%  95.49% 95.65%
Precision Valid  59.74% 59.74%  95.57% 95.69%  95.92% 96.23%  96.19% 96.39%
Test 61.57% 61.57%  93.45% 93.37% 93.70% 93.66% 93.71% 93.68%

Train ~ 57.91% 57.91%  93.29% 93.24%  92.95% 93.22%  93.22% 93.33%
Accuracy Valid 59.74% 59.74%  92.72% 92.54%  92.81% 92.87T% 92.96% 92.93%
Test 61.57% 61.57% 87.88% 87.82% 87.93% 87.73% 87.91% 87.66%

In terms of computational efficiency, as shown in Table 4, unoptimized SVM had the shortest
runtime, that is 0.048-0.114 seconds, but its performance was inadequate for accurate insurance
claim classification. While SVM-PSO model had lower computation time than SVM-VPPSO, it
produced slightly inferior prediction results. The best trade-off was achieved by the SVM-Linear-
VPPSO with 10 particles, which delivered the highest fi-score of 90.17% in just 46.938 seconds
for 25 iterations. This result is three times faster than the 20-particle configuration. This makes
it efficient and accurate for practical use.

This research investigated the performance variability of different combinations of particle
number, as shown in Table 5 and 6. The experiment results indicate very small standard
deviations. It suggests that the experimental outcomes exhibit low variation around the mean
value, demonstrating that the model delivers consistent performance. Small standard deviations
also provide more accurate and reliable estimates of model performance metrics such as accuracy,
precision, recall, and fi-score. A reliable and consistent model is necessary because inconsistency
in the evaluation of claims can lead to legal disputes, poor insurer experience, and compliance
issues.

Based on the result in Tables 5 and 6, the SVM-Linear-VPPSO method with 10 particles
achieved smallest standard deviation of 0.24%, indicating robustness. Furthermore, in RBF
kernel, the SVM-RBF-PSO using 30 particles achieved the smallest standard deviation of 0.41%.
Based on this comparison, the SVM-Linear-VPPSO method with 10 particles is identified as the
best method, because it produces a highly accurate, stable, and computationally efficient model
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Table 4: Time Computation Result of Each Configuration

SVM'’s Kernel Opt Num. of Mean of Std of
Parameters ) Particle Time Comp. Time Comp.

- Linear VPPSO 10 46.938s 1.832s

- Linear VPPSO 20 137.193s 37.909s

— Linear VPPSO 30 333.362s 116.409s

- Linear PSO 10 151.609s 27.087s

- Linear PSO 20 531.940s 177.370s

- Linear PSO 30 1533.447s 481.073s

C =0.10 Linear - - 0.048s 0.003s
C=0.01 Linear - - 0.060s 0.005s

— RBF VPPSO 10 96.427s 44.294s

- RBF VPPSO 20 293.307s 108.715s

- RBF VPPSO 30 607.674s 246.947s

- RBF PSO 10 147.329s 30.643s

- RBF PSO 20 767.822s 279.229s

- RBF PSO 30 1915.929s 458.981s

C =0.10,vy=0.01 RBF - - 0.098s 0.006s
C =0.01, y=1.00 RBF - - 0.114s 0.008s

Table 5: Standard Deviation Result of SVM-Linear-VPPSO

Evaluation SVM SVM SVM SVM SVM SVM
Metric PSO VPPSO PSO VPPSO PSO VPPSO
10 par. 10 par. 20 par. 20 par. 30 par. 30 par.
Train  0.11% 0.12% 0.16% 0.13% 0.11% 0.13%
Fi-score Valid 0.11% 0.15% 0.16% 0.20% 0.11% 0.20%
Test 0.30% 0.24% 0.34% 0.27% 0.37% 0.27%
Train  0.37% 0.75% 0.40% 0.80% 0.41% 0.80%
Recall Valid 1.09% 0.26% 1.34% 0.36% 1.38% 0.36%
Test 0.54% 0.64% 0.60% 0.67% 0.67% 0.67%
Train  0.82% 0.58% 1.03% 0.65% 1.09% 0.65%
Precision Valid  0.95% 0.03% 1.06% 0.04% 1.18% 0.04%
Test 0.06% 0.92% 0.06% 1.08% 0.07% 1.08%
Train 1.58% 0.10% 1.68% 0.13% 1.88% 0.13%
Accuracy Valid 0.12% 0.15% 0.12% 0.21% 0.10% 0.21%
Test 0.30% 0.34% 0.34% 0.40% 0.38% 0.40%

for health insurance claim prediction. The proposed SVM-Linear-VPPSO model enables insurers
to automate the claims classification more reliably, reducing the fraud risk while maintaining
customer satisfaction and minimizing operational delays. This makes the model highly suitable
for real-world deployment in health or general insurance claim management systems.

Despite the results, several limitations of this study must be acknowledged. First, the
evaluation is limited to the SVM classifier and its optimization using PSO and VPPSO; other
advanced classification algorithms, such as RF, XGBoost, or Deep Neural Networks were not
included in the comparison. This restricts the broader generalization of the model’s superiority.
Second, the dataset used in this research is sourced from a single dataset and not fully represent
the complexity, imbalance, or evolving patterns found in real-world insurance claims. Third,
while VPPSO demonstrated consistent results across multiple runs, but the optimization process
still relies on static particle configurations and fixed maximum iteration limits, which may not
adapt well to complex or larger-scale datasets. Lastly, the model does not incorporate temporal
or sequential aspects of claim data, such as trends in claim history or time-series behaviors,
which are often relevant in practical fraud detection. These limitations present opportunities for
future research to explore more diverse ML models, utilize real-world multi-source datasets, and
develop adaptive or dynamic optimization frameworks that can handle temporal patterns and
data complexity more effectively.
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Table 6: Standard Deviation Result of SVM-RBF-VPPSO

Evaluation SVM SVM SVM SVM SVM SVM
Metric PSO VPPSO PSO VPPSO PSO VPPSO

10 par. 10 par. 20 par. 20 par. 30 par. 30 par.

Train  0.55% 0.74% 0.73% 0.55% 0.56% 0.55%

Fi-score Valid 0.35% 0.36% 0.29% 0.36% 0.29% 0.36%
Test 0.42% 0.60% 0.53% 0.44% 0.41% 0.44%

Train  0.58% 0.58% 0.64% 0.55% 0.52% 0.55%

Recall Valid  0.67% 0.44% 0.63% 0.49% 0.63% 0.49%
Test 0.99% 1.07% 1.11% 0.93% 0.97% 0.93%

Train  0.61% 0.95% 0.90% 0.59% 0.62% 0.59%

Precision Valid 1.25% 0.87% 1.09% 1.04% 1.20% 1.04%
Test 0.70% 0.58% 0.36% 0.50% 0.51% 0.50%

Train  0.63% 0.86% 0.85% 0.63% 0.65% 0.63%

Accuracy Valid  0.45% 0.43% 0.37% 0.44% 0.38% 0.44%
Test 0.46% 0.66% 0.56% 0.47% 0.43% 0.47%

4 Conclusion

This study introduces a novel implementation of the VPPSO algorithm to enhance SVM
performance in the classification of health insurance claims. The experimental results confirm that
the SVM-Linear-VPPSO configuration with 10 particles achieves the best balance of accuracy
and efficiency, producing the highest f; score of 90. 17%, accuracy of 88. 27%, precision
of 93. 19% and recall of 87. 35% in the test dataset. It also shows no signs of overfitting,
evidenced by a 0.19% fi-score differences between training and testing data. Additionally, the
configuration demonstrates efficiency with a computation time of only 46.938 seconds, and a
low time variance of 1.832 seconds. The proposed SVM-VPPSO also outperforms the SVM and
SVM-PSO configurations, not only in predictive accuracy but also in computational robustness
and stability, as shown in the small standard deviation of 0.24% across 25 repeated runs. These
suggest that the VPPSO mechanism effectively mitigates premature convergence and offers
reliable parameter optimization for SVM in real-world insurance datasets.

However, this study only focused on SVM and did not compare them with other ML classifiers
such as RF, XGBoost, or ANN. The dataset is limited to a single source and does not capture all
of the variability of real-world insurance data. Future research should explore broader classifier
model comparisons, incorporate with multi-source and time-dependent insurance data, and
investigate more optimization metaheuristic algorithm to find the best configuration model to
predict claim classification. These would advance automated, accurate, and scalable insurance
claim classification systems.
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