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Abstract

The purpose of this research is to analyze the distribution of the Human Development Index (HDI)
in Papua based on the average years of schooling during the 2010-2023 period using the Gaussian
Mixture-based Clustering approach. Data from 28 districts are grouped into five clusters according
to their distributional characteristics. Each cluster is modeled using one of the four probability dis-
tributions: Inverse Gaussian, Rician, Weibull, or Nakagami. Parameter estimation was performed
using the Maximum Likelihood Estimation (MLE) method, and the best distribution for each cluster
was selected based on several information criteria (AIC, BIC, AICc, CAIC, and HQC) and vali-
dated through Kolmogorov-Smirnov (KS) and Anderson-Darling (AD) tests. The analysis results
show that the Inverse Gaussian distribution fits Cluster 1 and Cluster 3, which represent districts
with lower HDI schooling patterns. Cluster 2 is best described by the Rician distribution, indicating
moderate HDI variability. The Weibull distribution fits Cluster 4, representing areas with moderately
improving education. Cluster 5, with the highest and most stable HDI levels, is best modeled using
the Nakagami distribution. The resulting mixture model, combining these four distributions, accu-
rately reflects the HDI distribution patterns across Papua. Policy implications from this study include
the development of cluster-based educational strategies tailored to regional characteristics to improve
educational equity and human development across the province.
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1 Introduction

The Human Development Index (HDI) is a key indicator used to measure the level of human well-
being in a region based on three dimensions: health, education, and a decent standard of living [1]-[3]. In
Indonesia, the HDI is a crucial tool for both the government and international organizations in evaluating
regional development, particularly in identifying inter-regional disparities [4]. Papua, one of Indonesia’s
most developmentally challenged provinces, demonstrates significant variation in the education dimen-
sion, especially in the average years of schooling. Despite improvements in recent years, educational
inequality across districts remains a major obstacle to equitable development [5], [6].
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Previous studies have predominantly employed either single-distribution probability models or clas-
sical clustering methods such as k-means and hierarchical clustering [7]-[10]. These conventional tech-
niques often fall short in capturing the inherent multimodal and heterogeneous characteristics of educa-
tional data. To overcome this limitation, this study introduces a more flexible, dual-layered analytical
framework. The first layer applies Gaussian Mixture-based Clustering to uncover latent subgroup struc-
tures in the data. The second layer uses Finite Mixture Distribution Models—specifically incorporating
the Inverse Gaussian, Rician, Weibull, and Nakagami distributions—to model the intra-cluster distribu-
tion of average schooling years [11]-[14].

Unlike previous work that relied on singular approaches, this two-tier method provides a more nu-
anced and robust understanding of educational disparities in Papua. Gaussian Mixture-based Clustering
helps identify hidden district groupings with shared educational profiles, while the finite mixture mod-
els capture diverse statistical patterns within each group. These distributions were selected for their
complementary strengths: Inverse Gaussian for positively skewed long-tailed data, Rician for location-
influenced characteristics, Weibull for reliability-type behaviors, and Nakagami for irregular spread and
heavy-tailed patterns [15]-[17].

The main objective of this study is not only to classify Papua’s districts by schooling patterns, but also
to determine the best-fitting probabilistic model for each group. The insights gained from this approach
are expected to guide policymakers, educators, and researchers in developing more targeted and equitable
educational policies across Papua’s diverse regions.

2 Methods

2.1 Gaussian Mixture-based Clustering

The distribution of Human Development Index (HDI) data in Papua is analyzed using Gaussian
Mixture-based Clustering [11]. This method models the heterogeneity of data by combining several
Gaussian distributions, where each component corresponds to a specific cluster in the dataset. The
formulation is given by:

K
p(x) =Y m A (x| e, Z) (1)
k=1
Here, p(x) is the probability density function of the data x, composed of K Gaussian components. Each
component has parameters 7, U, and X; representing the mixing weight, mean, and covariance matrix,
respectively. This approach provides high flexibility for describing multi-modal data characteristics.
To evaluate the clustering quality, the Calinski—Harabasz (CH) index is employed, defined as:

_ SSB/(k—1)
~ SSW/(n—k)
where SSB and SSW denote the inter-cluster and intra-cluster sum of squares, respectively, and k is

the number of clusters. A higher CH index indicates a better-defined clustering structure and assists in
selecting the optimal cluster configuration [18].

CH )

2.2 Univariate Probability Distribution

This research employs several univariate probability distributions—namely Inverse Gaussian, Ri-
cian, Weibull, and Nakagami—to model the variation of average years of schooling in Papua over the
2010-2023 period. These distributions were selected based on their flexibility in representing skewed,
heavy-tailed, and multimodal data, which are commonly observed in education-related variables. The
mathematical forms of each distribution along with their respective parameters are summarized in Ta-
ble 1, which serves as the theoretical foundation for subsequent fitting in the cluster analysis.
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The Inverse Gaussian distribution is well-suited for modeling positively skewed data such as school-
ing years, particularly when values are bounded away from zero. The Rician distribution accommodates
signals or measures with dominant modes and has been used in similar educational and environmental
studies. The Weibull distribution has been widely applied due to its parameter adaptability, enabling
accurate modeling of various shapes and scales, especially in wind energy and reliability contexts [12]—
[14]. The Nakagami distribution is effective in capturing irregularities and tail behavior, making it useful
for modeling educational disparities across regions [19].

Table 1: Probability Distribution Models and Their Parameters Used in Cluster Analysis

Distribution Distribution Model Parameter
Inverse Gaussian flx)= \/27’;3 exp (_/1(;“;2#;)2) , x>0 U = Mean, A = Shape
Rician flx)= 2rexp <—xz:2“2 ) Iy (%) , x>0 s = Location, o = Scale
Weibull f(x) :g(f)bilexp —(ﬁ)b), x>0 a = Scale, b = Shape

Nakagami f(x)

:2(%)“ﬁx2“_lexp (f%x2), x>0  u = Shape, ® = Scale

Each of these distributions plays a role in identifying the best-fitting probabilistic model for each
cluster derived from the Gaussian Mixture-based Clustering. By integrating these distributions into the
cluster analysis process, the study enhances its capacity to characterize distinct regional schooling pat-
terns and identify underlying statistical behaviors of educational disparity in Papua. The application of
Weibull and Nakagami in particular is reinforced by various prior studies focusing on their goodness-of-
fit and flexibility in modeling regional variations and environmental metrics [15], [19], [20].

2.3  Goodness-of-Fit

Evaluation of the suitability of the distribution model with the observation data was carried out using
the Goodness-of-Fit (GoF) tests, namely Kolmogorov-Smirnov (KS) and Anderson-Darling (AD) [21],
[22]. The KS test is used to calculate the maximum distance between the cumulative distribution function
of sample data F(x) and the assumed distribution model H(x), as stated in the following formula [23],
[24]:

Dcount = sup ’F(x> - H(X)| )

The above equation describes the calculation of the maximum distance between the cumulative dis-
tribution function of the sample data and the assumed distribution model. A smaller value of the KS
statistic indicates a better fit between the model and the data. If this value is small enough, the hypothe-
sis that the data follows the proposed distribution model is accepted [21], [22], [25].

n

1 .
A2=—n— - Y (2i—1) [log F (x;) +1og(1 — F (xp+1-7))] 4)
i=1
The AD test is very useful in assessing the distribution pattern of years of schooling, especially for
capturing the extremes of the data [21], [23].

2.4 Finite Mixture Distribution Models

The probability mixture model is constructed by combining several univariate probability distribu-
tions—Inverse Gaussian, Rician, Weibull, and Nakagami—with respective contribution weights denoted
as Ty, M, 3, a. These weights indicate the proportion of influence each distribution has on the overall
model and must satisfy the constraint 7, + 7, + 713 + 14 = 1 with 7; > 0 for all i.

The mathematical formulation of the mixture model is expressed as:

f®) = 71 fic(¥]61) + M frician (¥]62) + 73 fweibull (] 03) + T4 fakagami (V] 64) )
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The mixture model components consist of four distinct distributions: the Inverse Gaussian dis-
tribution fig(y|0;) with parameters 0; = (u, 1), the Rician distribution fRician(y|62) with parameters
0, = (s,0), the Weibull distribution fweibun (¥|03) with parameters 03 = (a,b), and the Nakagami distri-
bution fNakagami(y|04) With parameters 64 = (1, ®).

These mixture components are capable of representing a wide range of data patterns. The Inverse
Gaussian distribution is particularly effective for modeling positively skewed data with long tails [16],
while the Rician distribution handles location-dependent phenomena with shape control [23]. The
Weibull distribution is widely recognized in reliability and lifetime modeling due to its flexible shape
parameter [20], and the Nakagami distribution has shown effectiveness in modeling positively valued,
skewed data with variable spread [19].

2.5 Distribution Selection Criteria

To determine the most optimal probability distribution model, a number of information criteria are
used, including the Akaike Information Criterion (AIC) [26], Bayesian Information Criterion (BIC) [27],
Corrected Akaike Information Criterion (AICc) [28], Consistent Akaike Information Criterion (CAIC)
[29], and Hannan-Quinn Criterion (HQC) [30]. The model with the lowest criterion value is considered
to be the model that best fits the data:

1. AIC= —2In(L)+2k ©6)
2. BIC = —2In(L) + kln(n) %)
3. AICe=AIC+ (m) ®)
4. CAIC = —21n(L)+k(1 +ln (%)) 9)
5. HQC = —2In(L) + 2kIn(In(n)) (10)

The use of these criteria ensures that the selected distribution model not only fits the data, but also
remains simple to avoid the risk of overfitting.

3 Results and Discussion

3.1 Clustering and Evaluation of HDI

This study adopts a dual-layer analytical approach to assess educational disparities across the 28
districts in Papua from 2010 to 2023. The first layer implements Gaussian Mixture-based Clustering
[11], which is capable of modeling the multimodal and heterogeneous nature of the data, offering a more
flexible alternative to classical clustering methods [7], [8].

To evaluate the effectiveness of the clustering, the Calinski—-Harabasz Index (CHI) was employed
[18], which quantifies the ratio between inter-cluster and intra-cluster dispersion. The results indicate
that the optimal number of clusters is k = 5, as it yields the highest CHI value. Each of these five clusters
is characterized by a distinct schooling pattern and is further analyzed using Finite Mixture Distribution
Models, including Inverse Gaussian, Rician, Weibull, and Nakagami distributions [12], [13], [19], [20],
selected based on their capability to represent skewed, heavy-tailed, and multimodal characteristics in
the data.
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Table 2: Gaussian Mixture Clustering Results and CHI Evaluation
(a) Calinski—-Harabasz Index (CHI) for Different k

k 2 3 4 5 6 7 8 9 10 11 12 13 14 15
CHI | 13298 140.27 14521 174.00 150.20 109.81 121.01 102.38 109.45 109.50 88.72 73.67 67.05 57.57

(b) Cluster Mean Values per Year (for k = 5)

Year 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023
Cluster 1 | 446 459 462 470 479 498 513 523 532 546 562 576 446 459
Cluster2 | 7.08 7.46 7.66 780 791 808 831 845 863 865 892 913 708 746
Cluster3 | 1.61 1.67 1.80 189 199 207 217 228 248 268 282 292 161 1.67
Cluster4 | 2.64 3.01 3.12 3.18 329 343 346 349 354 3.66 376 384 264 3.01
Cluster 5 | 8.71 882 9.16 925 931 932 947 9.67 987 988 10.04 10.13 871 8.82

Based on the results in Table 2, the clustering reveals diverse educational profiles among districts.
Cluster 5 consistently exhibits the highest average years of schooling, indicating districts with the most
favorable educational conditions. In contrast, Cluster 3 shows the lowest average, reflecting significant
educational challenges. Each cluster was subsequently modeled using the most appropriate distribution:
Cluster 1 with Inverse Gaussian, Cluster 2 with Rician, Cluster 3 again with Inverse Gaussian, Cluster
4 with Weibull, and Cluster 5 with Nakagami distribution. This integration of Gaussian-based clustering
with finite mixture distribution modeling allows a comprehensive and statistically grounded understand-
ing of regional education patterns in Papua.

3.2 Parameter Estimation and Goodness-of-Fit Test

Following the clustering analysis using the Gaussian Mixture-based Clustering and evaluation with
the Calinski-Harabasz Index (CHI), the next step involves assessing the suitability of data in each cluster
to specific probability distributions. Parameter estimation was conducted using the Maximum Likelihood
Estimation (MLE) method, as defined in Equation (6). The distributions considered include Inverse
Gaussian, Rician, Weibull, and Nakagami, selected due to their flexibility in modeling skewed, heavy-
tailed, and location-sensitive data characteristics.

Each cluster’s assigned distribution was fitted using MLE, and the results are shown in Table 3. These
distributions are characterized by different parameter sets: shape, scale, and location (when applicable),
which capture the unique statistical structure of each cluster.

Table 3: Parameter Estimation for Each Distribution

Distribution Cluster Parameter

Shape Scale  Location
Inverse Gaussian Cluster 1 756.6024  5.0544 -
Rician Cluster 2 - 0.5911 8.1510
Inverse Gaussian Cluster 3 58.8453 2.1968 -
Weibull Cluster 4 3.5101 12.7884 -
Nakagami Cluster 5 115.7179  89.8349 -

To validate the goodness-of-fit of these models, two statistical tests were applied: the Kolmogorov
Smirnov (KS) and Anderson-Darling (AD) tests [20]. These tests assess whether the observed data
distributions are statistically consistent with the fitted distributions under the null hypothesis Hy (that the
data follow the proposed distribution).

The KS test evaluates the maximum deviation between the empirical and theoretical cumulative
distribution functions, while the AD test places more weight on the tails of the distribution, which is
particularly useful for education data prone to extreme values.

Table 4 displays the p-values and test statistics for each distribution under both KS and AD tests,
along with the corresponding critical values (CV).
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Table 4: Goodness-of-Fit Test Results Using KS and AD for Each Cluster
Cluster Distribution KS Hy/H, p-val KSStat KSCV ADH)/H, p-val AD Stat

1 Inverse Gaussian Hy 0.926 0.147 0.375 Hy 0.959 0.269
2 Rician Hy 0.993 0.113 0.375 Hy 0.999 0.148
3 Inverse Gaussian Hy 0.988 0.119 0.375 Hy 0.987 0.214
4 Weibull Hy 0.996 0.108 0.375 Hy 1.000 0.134
5 Nakagami Hy 0.909 0.151 0.375 Hy 0.961 0.267

The results in Table 3 confirm that all selected distributions passed the KS and AD tests at con-
ventional significance levels, validating their appropriateness. Notably, Cluster 5 represented by the
Nakagami distribution has both a high shape parameter (115.71) and scale (89.83), capturing districts
with consistently high HDI schooling values. Cluster 3, with the Inverse Gaussian distribution, cap-
tures high variability in lower-HDI regions, while Cluster 4 (Weibull) describes moderate educational
patterns. Rician and Weibull also provide excellent fits in Clusters 2 and 4 respectively, based on their
strong p-values and low test statistics.

These findings reinforce the robustness of the model and provide a solid statistical foundation for
further policy analysis and evidence-based planning at the regional level.

3.3 Best Distribution Model Information Criteria

To determine the best probability distribution model for each cluster, this study utilized several
information-theoretic criteria, including the Akaike Information Criterion (AIC), Bayesian Information
Criterion (BIC), Corrected Akaike Information Criterion (AICc), Consistent Akaike Information Crite-
rion (CAIC), and the Hannan—Quinn Criterion (HQC). These criteria help identify the most appropriate
distribution by balancing model fit and complexity.

Each distribution model was fitted using the Maximum Likelihood Estimation (MLE) method, and
the corresponding values of these criteria were calculated. The distribution model with the lowest crite-
rion value in each cluster is considered the most appropriate. Table 5 presents the calculated values for
AIC, BIC, AICc, CAIC, and HQC for the four tested distributions (Inverse Gaussian, Rician, Weibull,
and Nakagami) across five clusters.

Table 5: Information Criteria (AIC, BIC, AICc, CAIC, HQC) per Cluster and Distribution

Cluster Distribution AIC BIC AICec CAIC HQC
1 Inverse Gaussian 16.718 17.688 19.242 19.399 16.359
2 Rician 25404 26374 777752 77910 25.045
3 Inverse Gaussian 16.824 17.794 19.267 19.425 16.465
4 Weibull 10.035 11.004 11.368 11.526 9.676
5 Nakagami 18.363 19.333 19.717 19.874 18.004

Based on the results in Table 5, the distribution model with the lowest information criterion value in
each cluster is identified as the best-fitting model:
* In Cluster 1, the Inverse Gaussian distribution has the lowest AIC and HQC values, making it
the most suitable distribution for this cluster.
* In Cluster 2, the Rician distribution consistently yields the lowest values across all criteria, indi-
cating it is the best-fitting distribution.
* In Cluster 3, the Inverse Gaussian distribution again shows the lowest AIC and HQC values,
indicating its superiority.
* In Cluster 4, the Weibull distribution demonstrates the best performance with the lowest values
for all criteria.
¢ In Cluster 5, the Nakagami distribution has the lowest criterion values and is therefore considered
the most appropriate.
These results confirm that the information-criteria-based approach offers a systematic and objective
method for selecting the most appropriate distribution model. This methodology ensures both statis-
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tical accuracy and parsimony, and serves as a strong basis for further analysis and data-driven policy
development.

3.4 Mixture Model of HDI based on Regional Clusters

The distribution of average years of schooling in Papua during the 2010-2023 period was analyzed
using the Gaussian Mixture-based Clustering approach [11], which resulted in five regional clusters based
on the data distribution patterns. The evaluation using the Calinski-Harabasz Index (CHI) confirmed that
the five-cluster solution was the most optimal, as shown in Table 2, while the parameter estimates for
each cluster are presented in Table 3.

Cluster 1 (Inverse Gaussian) includes the districts of Jayawijaya, Paniai, Mappi, Asmat, Mamber-
amo Raya, and Dogiyai. These areas exhibit very low average years of schooling. This cluster is best
modeled by the Inverse Gaussian distribution with a shape parameter of 756.6024 and a scale parame-
ter of 5.0544. Cluster 2 (Rician) comprises the districts of Merauke, Boven Digoel, Sarmi, Keerom,
and Supiori. This cluster displays a broad distribution pattern with a pronounced peak in the middle
values and is best modeled by the Rician distribution, which has a scale parameter of 0.5911 and a loca-
tion parameter of 8.1510. Cluster 3 (Inverse Gaussian) includes the districts of Pegunungan Bintang,
Nduga, Mamberamo Tengah, Yalimo, Puncak, and Intan Jaya. These regions tend to exhibit a concen-
trated distribution at very low values and are best described by the Inverse Gaussian distribution with a
shape parameter of 58.8453 and a scale parameter of 2.1968. Cluster 4 (Weibull) covers the districts
of Puncak Jaya, Yahukimo, Tolikara, Lanny Jaya, and Deiyai. The Weibull distribution with a shape
parameter of 3.5101 and a scale parameter of 12.7884 is suitable to represent the moderately increasing
educational trend in this cluster. Cluster 5 (Nakagami) consists of Jayapura, Nabire, Yapen Islands,
Biak Numfor, Mimika, and Waropen. These areas demonstrate high and stable HDI levels, and the Nak-
agami distribution with a shape parameter of 115.7179 and a scale parameter of 8§9.8349 provides the
best fit.

The mixture model used in this study is a Finite Mixture Distribution Model, which combines the
best probability distribution for each cluster. The overall model is expressed as follows:

025 Mixture Model Based on Statistical Distributions and Latest KSStat Weights
T T T T I

Cluster 1 (Inv. Gauss)
Cluster 2 (Rician)
=== Cluster 3 (Inv. Gauss)
Cluster 4 (Weibull)
02+ Cluster 5 (Nakagami)
m— Mixture Model

15}
o
T
I

Probability Density

=
T
I

0.05 =

0 2 4 6 8 10 12
Data Value

Figure 1: Mixture Model for HDI Data in Papua Province (2010-2023)

Figure 1 illustrates the mixture curve composed of five probability distributions derived from the
clustering results using the Gaussian Mixture-based Clustering approach. Each curve represents the
best-fitting distribution for each cluster, based on the parameter estimation results in Table 3 and the
optimal cluster structure determined by the Calinski—-Harabasz Index (CHI) in Table 2.

This mixture model is constructed using the Finite Mixture Distribution Model approach, where the
mixing weights for each distribution are determined based on the Kolmogorov—Smirnov (KS) Goodness-
of-Fit test values, indicating the closeness of the distribution to the actual data. Although the legend
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in Figure 1 does not explicitly display the weights of each distribution, KS-based weighting has been
applied in the modeling process to generate the most optimal combined model curve.

For details on the weights and complete visualizations that include this information, refer to Figure 2,
which presents the mixture model graphs for each cluster. These include the actual data histograms, the

dominant probability distributions, and the explicit contribution of each weight in the combined model,
as determined by the KS results.

Weighted Mixture Model Based on Cluster 1 Data Using Five Statistical Distributions

Weighted Mixture Model for Cluster 2 Using Five Distributions and KSStat Weights
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Mixture Model for Cluster 3 Using Five Distributions and KSStat Weights
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(c) Mixture Model for Cluster 3 — Histogram, Inverse Gaussian
PDF, and Weighted Model.

Mixture Model for Cluster 4 Using Five Distributions and KSStat Weights
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(d) Mixture Model for Cluster 4 — Histogram, Weibull (e) Mixture Model for Cluster 5 — Histogram, Nak-
PDF, and Weighted Model. agami PDF, and Weighted Model.

Figure 2: Mixture model visualizations for each cluster. Each subfigure includes the cluster’s histogram, the
dominant fitted distribution, and the complete mixture model based on KSStat weighting.

This model effectively captures the HDI distribution patterns across Papua by reflecting the distinct
statistical characteristics of each cluster. This approach enables more in-depth spatial analysis and can
serve as a foundation for regionally tailored policy formulation.
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3.5 Relevance and Implications

The results of the mixture model analysis on Papua’s HDI data from 2010 to 2023 provide valu-
able insights into the diversity of human development across 28 districts. By applying the Gaussian
Mixture-based Clustering approach, the districts are optimally divided into five distinct clusters, as sup-
ported by the Calinski—Harabasz Index (CHI). Each cluster is modeled using the best-fitting statistical
distribution—namely Inverse Gaussian, Rician, Weibull, and Nakagami—as presented in Table 3.

This clustering approach allows for a deeper understanding of spatial disparities in education and
HDI outcomes. Each cluster reflects distinct characteristics in average years of schooling, ranging from
very low (Cluster 1 and 3 with Inverse Gaussian distribution), moderate (Cluster 2 with Rician), gradual
improvement (Cluster 4 with Weibull), to high and stable education levels (Cluster 5 with Nakagami).

The implication is that policymakers and local governments can use this model to allocate education
resources more effectively and equitably. It enables the design of tailored interventions for each region’s
specific context. Furthermore, this modeling framework demonstrates the adaptability of statistical ap-
proaches for heterogeneous development data and offers a replicable reference for regional analysis in
other provinces or countries.

3.6 Policy Implications Based on Analysis Results

The findings from the finite mixture model analysis form a strong foundation for data-driven policy
formulation in the education and human development sectors in Papua:

* Cluster 1 (Inverse Gaussian): Includes Jayawijaya, Paniai, Mappi, Asmat, Mamberamo Raya,
and Dogiyai. These districts require urgent interventions to improve access to basic education,
reduce dropout rates, and expand school infrastructure in remote areas.

* Cluster 2 (Rician): Comprising Merauke, Boven Digoel, Sarmi, Keerom, and Supiori, this cluster
requires targeted teacher training, enrichment of local curricula, and support for students in regions
with moderately variable HDI.

* Cluster 3 (Inverse Gaussian): Includes Pegunungan Bintang, Nduga, Mamberamo Tengah, Yal-
imo, Puncak, and Intan Jaya. These areas show extremely low HDI concentration and should be
prioritized for foundational education services, literacy programs, and community-based schooling
initiatives.

* Cluster 4 (Weibull): Covering Puncak Jaya, Yahukimo, Tolikara, Lanny Jaya, and Deiyai, this
cluster benefits from moderately rising HDI trends and thus calls for continued investment in
quality education and gradual scaling of digital learning programs.

* Cluster 5 (Nakagami): Consists of Jayapura, Nabire, Yapen Islands, Biak Numfor, Mimika, and
Waropen. With high and stable HDI, policies in this cluster can emphasize innovation, human
capital development, and the integration of education with economic transformation.

This cluster-specific policy framework ensures targeted planning and more equitable development
across all educational levels, supporting both short-term improvement and long-term sustainability in
Papua’s human development.

4 Conclusion

This study has introduced a comprehensive two-layer analytical approach to explore the distribu-
tion patterns of the Human Development Index (HDI) in Papua based on the average years of schooling
from 2010 to 2023. Through the use of Gaussian Mixture-based Clustering, 28 districts were optimally
grouped into five regional clusters with distinct educational profiles. Subsequently, each cluster was
modeled using the most appropriate univariate distribution—Inverse Gaussian, Rician, Weibull, or Nak-
agami—based on multiple information criteria and validated with Goodness-of-Fit (GoF) tests.

The resulting Finite Mixture Distribution Model successfully captured the multimodal and hetero-
geneous nature of educational disparities across Papua. By leveraging statistical flexibility and robust
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distribution fitting, the model offers not only high accuracy but also interpretability in complex, real-
world datasets. Each distribution component reflects a unique structural characteristic of its respective
cluster, including tail behavior, skewness, and variability.

Unlike traditional methods, this mixture-based framework offers greater resolution in identifying
latent patterns and subgroup characteristics in HDI-related data. The integration of model selection
criteria (AIC, BIC, AICc, CAIC, HQC) with empirical validation (KS and AD tests) strengthens the
scientific validity and replicability of the findings.

Beyond regional application, this model provides a scalable methodology that can be replicated in
other provinces or countries facing similar developmental disparities. It bridges the gap between the-
oretical statistical modeling and practical policy planning by enabling more nuanced, data-driven, and
regionally adapted interventions. Ultimately, the research contributes to the advancement of statistical
tools for equitable human development strategy formulation in diverse sociogeographic contexts.
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