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ABSTRACT 

Missing values are one of the main problems in data mining. Generally, this can be solved with 
mean or median imputation, as it is easy to implement, although it does not guarantee that the 
values represent the actual values.  This research develops a novel approach to obtain better 
imputation values, namely Kernel Fuzzy C-Means optimized with Particle Swarm Optimizer with 
Two Differential Mutations (KFCM-PSOTD). KFCM imputation is applied to obtain better 
estimation values due to its proven ability to recognize patterns in data. In addition, the PSOTD 
algorithm is used as an optimization tool to improve the performance of KFCM. PSOTD is adopted 
because it has more balanced exploration and exploitation capabilities compared to classic PSO. 
The imputed dataset on KFCM-PSOTD is classified using the Decision Tree algorithm. The results 
are evaluated using accuracy, precision, recall, and the f1 score to determine the quality of the 
imputed values. The results show that the KFCM-PSOTD algorithm has better performance; even 
the difference in evaluation value obtained is up to 10% better than other imputation techniques, 
although it requires longer computation time. KFCM-PSOTD algorithm is recommended as a 
missing value imputation tool compared to commonly used techniques such as mean and median. 
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INTRODUCTION 

Over the years, data has continued to be produced in large volumes, known as big 
data. Big data can revolutionize the way of businesses, science, and trends.  Data 
utilization can be done with data mining [1]. Data mining (DM) is the method of collecting 
data to extract valuable information from the data. DM has become an exciting trend and 
has significantly increased, with the size, variety, and speed growing every year [2]. One 
commonly studied DM technique is the classification technique. Classification is the 
process of identifying one or more classes or categories to which a new observation 
belongs, based on a training dataset [3]. Classification has been used in various areas of 
research, including medical [4]-[6], biology [7] [8], economy [9] [10], etc. Even so, 
classification often faces some problems. One of them is incomplete data due to missing 

http://dx.doi.org/10.18860/ca.v9i1.25138
mailto:chaimin101@gmail.com
https://creativecommons.org/licenses/by-sa/4.0/


KFCM-PSOTD : An Imputation Technique for Missing Values in Incomplete Data Classification 

Muhaimin Ilyas 107 

values. The study states that 5% or higher of a dataset are missing values [11]. Therefore, 
data mining has one important stage, namely data preprocessing [12].  

Datasets are preprocessed by checking for missing values, noisy data, and other 
errors. Removing missing values from the dataset can be done with imputation 
techniques [13]. The mean or median value is commonly used to fill in missing values, 
although it potentially ignores the variance of the data, especially if there are a large 
number of missing values. Therefore, this technique often causes biased estimates [14]. 
Several imputation techniques have been developed to produce better estimates. One of 
the most widely developed imputation techniques is the clustering-based imputation 
technique, due to its ability to recognize patterns in the data. 

Clustering is the process of dividing data into several clusters based on the 
similarity of patterns in the data. A widely used clustering algorithm is the Fuzzy C-Means 
(FCM) algorithm. FCM is a development of the K-Means algorithm by adding fuzzy 
concepts that make it more flexible. Hathaway and Bezdek proposed four FCM approaches 
to deal with missing data. These four strategies were widely adopted by later studies that 
developed FCM as an imputation tool [15]. Aristiawati used the FCM algorithm to impute 
missing values in the lung disease dataset [16]. Li et al. developed an imputation algorithm 
based on FCM combined with a vaguely quantified rough set [17]. Zhang and Chen 
proposed the use of the FCM algorithm by adopting the Gauss kernel to solve the problem 
of incomplete data [18]. The results showed that the Kernel FCM outperformed the 
standard FCM algorithm. Kernel-based FCM (KFCM) is preferred as it has a better 
approach to the data structure. However, the FCM or KFCM, algorithm has the weakness 
of sensitivity to the initial centroid. 

The initial centroid problem in FCM or KFCM algorithms can be solved by 
optimization techniques, such as metaheuristic optimization. Particle Swarm 
Optimization (PSO) is one of the most well-known and frequently used heuristic 
algorithms due to its easy implementation. PSO algorithm can help FCM algorithm achieve 
a global solution [19]-[21]. Salleh and Samat proposed a combination of FCM and PSO as 
a tool for imputing missing data in the Framingham Heart Disease Dataset [13]. The 
imputed dataset is then classified using the Decision Tree algorithm. The results show 
that the proposed algorithm is able to outperform the mean algorithm, KNN, and FCM 
with a significant value.  

Getting stuck in a local solution is a major problem in PSO. The PSO algorithm is 
constantly being improved in order to avoid local optima [22]. The Differential Evolution 
(DE) algorithm is often used to modify PSO due to its effectiveness and simplicity. Zhang 
and Xie introduced the DEPSO (Differential Evolution Particle Swarm Optimization) 
algorithm [23]. In addition, Wu et al. developed the PSOCA (Particle Swarm Optimization 
Cultural Algorithm) [24]. Chen et al. also developed a combination of PSO and DE, but with 
a slightly different approach [22]. The proposed algorithm is Particle Swarm Optimizer 
with Two Differential Mutations (PSOTD). PSOTD adopts two different mutation 
operators and divides the swarm into two subswarms to balance the capabilities of 
exploration and exploitation. Based on the research results, PSOTD is able to boost the 
performance of standard PSO.    

This study proposes the kernel-based FCM (KFCM) algorithm for the imputation 
of incomplete datasets [18] optimized by the PSOTD [22]. Then the imputed dataset will 
be classified using the Decision Tree algorithm, which has been widely applied in 
classification study [13]. The KFCM-PSOTD algorithm is compared with several other 
algorithms, such as mean, median, KFCM, and KFCMPSO imputation techniques. 
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METHODS  

Kernel Fuzzy C-Means (KFCM) Algorithm 

Kernelization supports a good approximation of the data structure [25]. The kernel-
based FCM algorithm (KFCM) is a modified classic FCM algorithm designed to handle 
more complex data. KFCM minimizes an objective function in the form of equation (1) 
with the constraint of equation (2) [26] 

𝑱𝑲𝑭𝑪𝑴(𝑼, 𝑽) =  ∑ ∑ 𝑢𝑖𝑗
𝑚‖𝜙(𝒙𝑗) − 𝜙(𝒗𝑖)‖

2
𝑛

𝑗=1

,

𝑐

𝑖=1

(1) 

 ∑ 𝑢𝑖𝑗
2 = 1, 𝑗 = 1,2, … 𝑛,

𝑐

𝑖=1

(2) 

𝒙𝑗 = [𝑥𝑗1, 𝑥𝑗2, … , 𝑥𝑗𝑠] is a data point, 𝒗𝑖  is the   𝑖-th cluster prototype in 𝑽 = [𝒗1, 𝒗2, … , 𝒗𝑐] ∈

ℝ𝑠×𝑐, 𝑢𝑖𝑗  ∈ [0,1] is the membership degree , 𝑐 is the cluster amounts, 𝑛 is the data amounts, 

𝑚 is fuzzy parameter, and  

‖𝜙(𝒙𝑗) − 𝜙(𝒗𝑖)‖
𝟐

= 𝐾(𝒙𝑗 , 𝒙𝑗) + 𝐾(𝒗𝑖, 𝒗𝑖) − 𝟐𝐾(𝒙𝑗, 𝒗𝑖). (3) 

The adopted kernel function is the Gaussian kernel function shown in the equation (4) 

𝐾(𝒙, 𝒗) = exp (
−‖𝒙 − 𝒗‖2

𝜎2
) . (4) 

If 𝑥 = 𝑣, then 𝐾(𝒙, 𝒙) = 1 so equation (3) can be written as 

‖𝜙(𝒙𝑗) − 𝜙(𝒗𝑖)‖
𝟐

= 2 (1 − 𝐾(𝒙𝑗 , 𝒗𝑖)) . (5) 

The conditions required to minimize the equation (1) with constraint (2) can be found 
using the Lagrange multiplier technique. The results are shown in equations (6) and (7) 

𝑢𝑖𝑗 = [∑ (
‖𝜙(𝐱k) − 𝜙(𝒗𝒊)‖2

‖𝜙(𝐱k) − 𝜙(𝒗𝒕)‖2
)

1

𝑚−1
𝑐

𝑡=1

]

−1

, 𝑖 = 1,2, … , 𝑐; 𝑗 = 1,2, … , 𝑛, (6) 

𝒗𝑖 =  
∑ 𝑢𝑖𝑗

𝑚𝐾(𝒙𝑗, 𝒗𝑖)𝒙
𝑗

𝑛
𝑗=1

∑ 𝑢𝑖𝑗
𝑚𝑛

𝑗=1 𝐾(𝒙𝑗, 𝒗𝑖)
 , 𝑖 = 1,2, … , 𝑐. (7) 

The use of KFCM as an imputation technique can be applied at each iteration. The missing 
value estimate is obtained with the equation (8) [26] 

𝑥𝑘𝑗 =  
∑ 𝑢𝑖𝑗

𝑚𝑐
𝑖=1 𝐾(𝒙𝑗, 𝒗𝑖)𝑣𝑖𝑘

∑ 𝑢𝑖𝑗
𝑚𝑐

𝑖=1 𝐾(𝒙𝑗, 𝒗𝑖)
 , 𝑘 = 1,2, … , 𝑠; 𝑗 = 1,2, … , 𝑛. (8) 

Particle Swarm Optimizer with Two Differential Mutations (PSOTD) Algorithm 

In general, PSO has some aspects that can be improved, mainly because the solution is 
often trapped in the local optimal region. Chen et al. added several operators of 
Differential Evolution (DE) to PSOTD, such as mutation, crossover, and selection [22]. 
PSOTD also divides the swarm in PSO into sub-swarms that focus on exploration and 
exploitation capabilities. The division is obtained using equations (9) and (10) 

𝑁 = 𝑁1 + 𝑁2, (9) 

𝑁2 =  ⌊
𝑡

𝑀𝑎𝑥𝑖𝑡
𝑁⌋ , (10)  



KFCM-PSOTD : An Imputation Technique for Missing Values in Incomplete Data Classification 

Muhaimin Ilyas 109 

𝑀𝑎𝑥𝑖𝑡 is the number of iterations and ⌊𝑎⌋ is the floor operation. 𝑁1 denotes sub-swarm 1 while 𝑁2 
denotes sub-swarm 2. There are two vectors corresponding to the 𝑖-th particle (𝑖 = 1,2, … , 𝑁𝑝), 
which are the velocity vector 𝒗𝒊 = (𝑣𝑖1, 𝑣𝑖2, … , 𝑣𝑖𝑠) and the position vector 𝒙𝒊 = (𝑥𝑖1, 𝑥𝑖2, … , 𝑥𝑖𝑠), 
where 𝑁𝑝 is the population size. Both are updated iteratively using equations (11) and (12).  

𝒗𝑖
𝑡+1 = 𝜔𝒗𝑖

𝑡 + 𝑐𝑟 (𝒑
𝒊𝒘𝒊𝒏𝑖

𝑡 − 𝒙𝑖
𝑡) , (11) 

𝒙𝑖
𝑡+1 = 𝒙𝑖

𝑡 + 𝒗𝑖
𝑡+1, (12) 

𝜔 is the inertial moment, 𝑐 is cognitive constants, 𝑟 is random numbers in the interval [0,1]. PSOTD 
has position and velocity vectors like the classic PSO algorithm, but there is a slight modification 
in the equation (11). 𝒑𝒊𝒘𝒊𝒏 is the best position built in the PSOTD algorithm to find a global 
solution, as well as what differentiates it from the classic PSO algorithm. The 𝒑𝒊𝒘𝒊𝒏 position has 
the same function as 𝒑𝒃𝒆𝒔𝒕, but 𝒑𝒊𝒘𝒊𝒏 is obtained through the processes of mutation, crossover, 
and selection. The three DE operators adopted by PSOTD are described below.  

1. Mutation : This operation serves to create algorithms with more diversity and 
exploration. 

a. DE/rand/1 

𝑚𝑖𝑘 = 𝑝
𝑟1𝑘

+ 𝐹(𝑝
𝑟2𝑘

− 𝑝
𝑟3𝑘

), (13) 

b. DE/current to best/1 

𝑚𝑖𝑘 = 𝑝
𝑖𝑘

+ 𝐹(𝑝𝑔
𝑖𝑘

− 𝑝
𝑖𝑘

) + 𝐹(𝑝
𝑟1𝑘

− 𝑝
𝑟2𝑘

), (14) 

𝑟1, 𝑟2, dan 𝑟3 are integer random numbers in the interval [1, 𝑛], while F is a positive 
control parameter. 𝑝 and 𝑝𝑔 denote personal best and global best. 

2. Crossover : This operation swaps some 𝒎 components with 𝒑 to make a new vector 𝒒. 

𝑞
𝒊𝒌

=  {
𝑚𝑖𝑘   if 𝑟2 ≤ 𝐶𝑅 atau 𝑘 = 𝑘𝑟𝑎𝑛𝑑

𝑝
𝑖𝑘

                               otherwise,
(15) 

𝑟2 is a random number in the interval [0,1]. CR is the Crossover Rate. 𝑘𝑟𝑎𝑛𝑑is an 
integer random number in[1, 𝑘] which guarantees that at least one element in 
vector 𝒒 differs from vector 𝒑.  

3. Selection: This operation ensures that vectors with higher fitness values are kept in the 

next generation. 

𝑷𝒊𝒘𝒊𝒏𝒊
=  {

𝒒𝒊   if 𝑓(𝒒𝒊) ≤ 𝑓(𝒑𝒊)
𝒑𝒊            otherwise.

(16) 

These three processes guarantee that each particle iteratively improves until it reaches a 
global solution.  

Proposed Algorithm: KFCM-PSOTD 

KFCM-PSOTD is a KFCM algorithm optimized by PSOTD. The optimized part is the 
centroid of KFCM. The following are the steps of the KFCM-PSOTD algorithm. 

Step 01 : Randomly generate the initial velocity matrix 𝑽(0), initial position 
(centroid) 𝑿(0), and initial membership 𝑼(0). 

Step 02 : Calculate 𝑼(1) using equation (6). 
Step 03 : Calculate the initial fitness value using the formula  

𝜖 = 𝑀𝑎𝑥|𝑼(1) − 𝑼(0)|, then determine 𝒑𝒃𝒆𝒔𝒕, 𝒈𝒃𝒆𝒔𝒕, 𝒖𝒈𝒃𝒆𝒔𝒕. 
Step 04 : Split the swarm into two parts, which are sub-swarm 1 and sub-swarm 2, 

using equations (9) and (10). 
Step 05 : For every iteration 𝑡 =  1,2, … , 𝑀𝑎𝑥𝑖𝑡, do mutation operation 

𝑴(𝑡) with equations (13)and (14), crossover 𝑸(𝑡) with equation (15), and 
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selection 𝒑_𝒊𝒘𝒊𝒏 (t) with equation (16). 
Step 06 : Update 𝑽(𝑡) with equation (11),  𝑿(𝑡) with equation (12), and 𝑼(𝑡 + 1) 

with equation (6). 
Step 07 : Calculate the fitness value with the formula 𝜖 = 𝑀𝑎𝑥|𝑼(𝑡 + 1) − 𝑼(𝑡)|, 

then determine 𝒑𝒃𝒆𝒔𝒕(𝑡), 𝒈𝒃𝒆𝒔𝒕(𝑡), dan 𝒖𝒈𝒃𝒆𝒔𝒕(𝑡). Execute and repeat steps 
05-07 until the PSOTD stopping criterion is satisfied, then  𝒈𝒃𝒆𝒔𝒕 and 𝒖𝒈𝒃𝒆𝒔𝒕 

solutions are obtained. 
Step 08 : Use 𝒈𝒃𝒆𝒔𝒕 and 𝒖𝒈𝒃𝒆𝒔𝒕 as the initial centroid values 𝒗(0) and 𝒖(0) in the 

KFCM algorithm. 
Step 09 : For every iteration 𝑖𝑡 = 1,2, … , 𝑀𝑎𝑥𝑖𝑡, update 𝒗(𝑖𝑡) with equation (7) and 

𝒖(𝑖𝑡) with equation (6). 
Step 10 : For each missing value, estimate the missing value using equation (8). 

Execute and repeat steps 09-10 until the stopping criteria are satisfied. 
Step 11 : Extract the complete imputed dataset for the classification process using 

C4.5 Decision Tree [28] with a proportion of 80% training data and 20% 
testing data . 

Evaluation Tools 

The final step in data mining is to evaluate the performance of the algorithms used. 
This study utilizes the widely used evaluation methods of accuracy, precision, recall, and 
f1-score. The value can be calculated using the confusion matrix's components, which are 
True Positive (𝑇𝑃), True Negative (𝑇𝑁), False Positive (𝐹𝑃), and False Negative (𝐹𝑁), as 
shown in Figure 1. 

 
Figure 1. Confusion Matrix 

The accuracy, precision, recall, and f1-score are obtained using equations (18)–(21) 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
, (18) 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
, (19) 

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
, (20) 

𝑓1 𝑠𝑐𝑜𝑟𝑒 =
2 × 𝑟𝑒𝑐𝑎𝑙𝑙 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑟𝑒𝑐𝑎𝑙𝑙 + 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
. (21) 

Experimental Design 

The test datasets used in this study are Iris dataset and Wholesale Customers dataset. 
The dataset actually a complete data sets but organized into incomplete dataset with 
missing value levels of 10%, 15%, and 20%. The Iris dataset has attributes about the 
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characteristics of iris flowers and has 150 datums consisting of four attributes and three 
classes. The wholesale customers dataset contains information related to the clients of 
wholesale distributors. It has 440 datums, six attributes, and two classes.  The research 
design of this study can be seen in Figure 2.  

 

 
Figure 2. Experimental Design 

 
Table 1 shows the parameters used in this study. The parameters are adopted from 
[26](KFCM) and [22] (PSOTD). 

 Table 1. Parameter Settings 

KFCM Parameter Value PSOTD Parameter Value 

𝜖  10−10  𝑁𝑝   50 

𝑚  2 𝐶  1.496 

Maxiter 1000   𝐶𝑅1  0.025 

𝜎2 iris 1 𝐶𝑅2  0.9 

𝜎2 wholesale customers 0.7 𝐹  0.5 

𝑐 iris 3 𝑀𝑎𝑥𝑖𝑡𝑒𝑟  1000 

𝑐 wholesale customers 2 Testing Amount 25 

RESULTS AND DISCUSSION  

The experimental results of the KFCM-PSOTD algorithm along with four other 
algorithms on Iris and Wholesale Customers dataset with missing rates of 10%, 15%, and 
20% are shown in Table 2 and 3.  

 
Table 2. Results on incomplete Iris dataset 

Missing 
Rate 

Mean Median KFCM KFCM-PSO KFCM-PSOTD 
Avg Std Avg Std Avg Std Avg Std Avg Std 

Accuracy (Acc) 
10% 0.730 0.024 0.733 0.027 0.794 0.022 0.802 0.027 0.899    0.031 
15% 0.790 0.028 0.774 0.000 0.808 0.054 0.809 0.041 0.965 0.013 
20% 0.790 0.016 0.804 0.030 0.823 0.024 0.827 0.024 0.919 0.041 

Precision (Pre) 
10% 0.800 0.014 0.801 0.015 0.835 0.026 0.845 0.031 0.907 0.032 
15% 0.801 0.023 0.789 0.000 0.819 0.046 0.820 0.034 0.963 0.018 
20% 0.809 0.024 0.810 0.034 0.825 0.024 0.826 0.025 0.913 0.038 

Recall (Re) 
10% 0.778 0.019 0.780 0.021 0.832 0.020 0.840 0.023 0.899 0.023 
15% 0.796 0.026 0.782 0.000 0.810 0.052 0.812 0.040 0.949 0.015 
20% 0.787 0.015 0.805 0.029 0.824 0.025 0.828 0.024 0.926 0.039 

F1 Score 
10% 0.752 0.024 0.754 0.026 0.808 0.017 0.816 0.025 0.900 0.030 
15% 0.792 0.028 0.776 0.000 0.811 0.051 0.812 0.038 0.954 0.016 
20% 0.783 0.014 0.805 0.029 0.819 0.027 0.824 0.027 0.911 0.043 
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Time (s) 
10% 0.761 0.171 1.011 0.125 1.209 0.206 77.36 14.24 107.0 9.11 
15% 0.490 0.030 0.494 0.044 1.426 0.464 78.67 18.75 106.4 25.99 
20% 0.523 0.059 0.537 0.053 1.229 0.690 84.93 2.57 100.3 16.14 

 

Table 3. Results on incomplete Wholesale Customers dataset 

Missing 
Rate 

Mean Median KFCM KFCM-PSO KFCM-PSOTD 
Avg Std Avg Std Avg Std Avg Std Avg Std 

Accuracy (Acc) 
10% 0.834 0.017 0.802 0.013 0.788 0.028 0.791 0.028 0.833   0.032 
15% 0.775 0.018 0.798 0.010 0.769 0.024 0.769 0.022 0.849 0.025 
20% 0.750 0.001 0.768 0.013 0.774 0.026 0.777 0.017 0.815 0.022 

Precision (Pre) 
10% 0.766 0.020 0.717 0.016 0.733 0.031 0.736 0.031 0.787 0.033 
15% 0.738 0.015 0.792 0.011 0.709 0.027 0.708 0.027 0.803 0.029 
20% 0.739 0.011 0.762 0.015 0.713 0.030 0.719 0.019 0.767 0.022 

Recall (Re) 
10% 0.798 0.015 0.750 0.016 0.762 0.034 0.766 0.034 0.829 0.030 
15% 0.776 0.016 0.776 0.013 0.732 0.030 0.730 0.032 0.845 0.036 
20% 0.724 0.001 0.741 0.014 0.731 0.034 0.740 0.025 0.811 0.024 

F1 Score 
10% 0.798 0.019 0.750 0.016 0.743 0.032 0.746 0.032 0.829 0.034 
15% 0.747 0.017 0.782 0.012 0.717 0.028 0.716 0.029 0.818 0.031 
20% 0.729 0.001 0.747 0.014 0.720 0.031 0.726 0.020 0.781 0.024 

Time (s) 
10% 1.315 0.136 1.259 0.270 2.349 0.231 109.2 60.07 197.8 46.13 
15% 1.589 1.345 0.951 0.164 2.778 0.467 131.7 46,81 210.1 6.701 
20% 1.522 0.146 1.639 1.122 3.376 1.779 120.5 55.70 206.3 4.920 

 
      Based on Table 2, the KFCM-PSOTD algorithm obtained the best evaluation value on 
each evaluation tool except time. Note that the KFCM, KFCMPSO, and KFCM-PSOTD 
imputation techniques outperform the mean and median techniques that are often used 
easily in data analysis. This indicates that instead of using the mean or median technique, 
the KFCM-based imputation technique is recommended. The use of PSOTD can improve 
the performance of the KFCM algorithm by up to 10% more (significantly better than 
PSO). Figure 3-5 shows the comparison graph of evaluation scores on iris data with a 10%, 
15%, and 20% missing rate. 
 

 
(a) 

 
(b) 
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Figure 3. Comparison graph: (a) Acc (b) Pre (c) Re (d) F1 Score on Iris 10% 
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Figure 4. Comparison graph: (a) Acc (b) Pre (c) Re (d) F1 Score on Iris 15% 
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Figure 5. Comparison graph: (a) Acc (b) Pre (c) Re (d) F1 Score on Iris 20% 
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      Based on Figures 3–5, it is clear that the KFCM-PSOTD algorithm is superior to the 
other four algorithms in 25 trials. According to Table 3, the KFCM-PSOTD algorithm has 
the highest evaluation score in almost every test. Although not as significant as the 
experiments on Iris data, PSOTD still performs well by producing a score difference of up 
to 7% from other algorithms. In addition, all tested algorithms have relatively small 
standard deviation values (approximately 0.0). Its indicate that the KFCM-PSOTD 
algorithm obtained consistent evaluation scores in 25 trials. Although superior in the 
evaluation of accuracy, precision, recall and f-1 score on Iris and Wholesale Customers 
data experiments, the KFCM-PSOTD algorithm has the disadvantage of being less efficient 
in computational time. Experimental results show that the KFCM-PSOTD algorithm takes 
much longer than other algorithms, especially those that are not optimized. 
       Figure 6-8 shows the comparison graph on Wholesale Customers data with a 10%, 
15%, and 20% missing rate. Based on Figure 6, it can be seen that the algorithm 
consistently obtains better values, although the difference is not too significant. Figures 7 
and 8 show that KFCM-PSOTD algorithm outperforms the other four algorithms on the 
wholesale customer dataset experiments. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 6. Comparison graph: (a) Acc (b) Pre (c) Re (d) F1 Score on Wholesale 10% 
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(c) 
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Figure 7. Comparison graph: (a) Acc (b) Pre (c) Re (d) F1 Score on Wholesale 15% 
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(d) 

Figure 8. Comparison graph: (a) Acc (b) Pre (c) Re (d) F1 Score on Wholesale 20% 

CONCLUSIONS 

In this study, a KFCM clustering algorithm optimized by PSOTD has been proposed. 
This algorithm is applied as a missing value imputation tool in incomplete datasets. 
PSOTD is used to optimize initial centroid for the KFCM algorithm. The imputed dataset 
is used in the classification process using the Decision Tree algorithm to determine the 
quality of the imputation that has been performed. 

The results indicate that the KFCM-PSOTD algorithm obtained the best evaluation 
value in almost all experiments. In fact, the resulting value far outperforms other 
imputation techniques, which are mean, median, KFCM, and KFCM-PSO. The PSOTD 
algorithm as an optimization tool also has a significant impact by increasing the accuracy, 
precision, recall, and f1 score compared to KFCM and KFCM-PSO. However, the proposed 
algorithm requires much longer computational time than other non-optimized 
algorithms. Based on the results obtained, the KFCM-PSOTD algorithm is recommended 
as a missing value imputation tool compared to commonly used techniques such as mean 
and median. 

Future research may be improved, especially with the development of faster 
optimization tools, so that the proposed algorithm becomes more efficient in 
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computational time. Applications on real and high-dimensional datasets can also be 
implemented to find out how good the proposed algorithm is on various datasets. In 
addition, various parameter settings will show the stability of the proposed algorithm in 
various applications. 
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