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ABSTRACT 

Family welfare is a state in which a family can experience happiness, have a decent quality of life, and 
be sufficient in meeting primary and secondary needs in family life. One factor that influences family 
welfare is the amount of per capita expenditure. This study aims to compare the performance of 
three machine learning algorithms, namely KNN (K-Nearest Neighbors), random forest, and naive 
Bayes, in classifying the status of families per province in Indonesia as prosperous or not prosperous. 
The data used in this study are 170  demographic and social statistics data from the years 2017-2021, 
obtained from the bps.go.id website. The first statistical analysis conducted is principal component 
analysis (PCA) with 9 predictor variables. PCA produces four principal components which are then 
used in the KNN, random forest, and naive bayes methods. The analysis results from the KNN yield 
an 63.46% accuracy, 62.07% precision, 69.23% recall, and 65.46% F1-score. The analysis results 
from the random forest yield an 69.23% accuracy, 70.83% precision, 65.38% recall, and 68.00% F1-
score. The analysis results from the KNN yield an 57.69% accuracy, 54.35% precision, 96.15% recall, 
and 69.44% F1-score. Based on the values shown, the Random Forest method is the most suitable 
for classifying prosperous families. 
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INTRODUCTION  

A family is a group of individuals within a small social system where each member 
depends on and influences one another. Every family has the same goal, which is to achieve 
well-being. Family well-being is a condition where a family can experience happiness, have 
a decent quality of life, and be sufficient in meeting the primary and secondary needs in 
family life [1]. 

Differences in family well-being are influenced by the quality of human resources. The 
level of education, the family's economic condition, and access to facilities and infrastructure 
are some factors that affect the quality of human resources [2]. Family well-being is also 
influenced by the family's economic condition, which is reflected in the head of the family's 
income, the family's social condition, depicted by the head of the family's education level and 
occupation, as well as the family's living conditions [3]. Sources of lighting, household 
consumption, the ability to use transportation facilities, and access to healthcare services 
are also factors that affect family well-being [4]. 
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Based on these factors, family well-being can be determined by creating a predictive 
model. This model will be used to classify families as either well-off or not well-off. The 
methods used to classify the level of family well-being in this research are the K-Nearest 
Neighbors (KNN), K-Fold Cross Validation, and Bootstrap methods. The KNN method is 
chosen because the data used is secondary data, and the main purpose of this method is to 
classify new objects based on existing attributes and the training sample [5]. The KNN 
method predicts the category of new data that is added, in this case, families based on 
provinces, and determines whether they are closer to the well-off category or not. This KNN 
method is highly effective, productive, and easy to use for classifying data [6]. Additionally, 
this method is easy to implement, effective on large datasets, and fast in processing training 
data [7]. The Random Forest method is chosen because it can improve accuracy in situations 
where there is missing data and is robust against outliers. Additionally, Random Forest is 
efficient in terms of data storage. Another advantage is its ability in feature selection, which 
can enhance the performance of the classification model by selecting the best features. With 
this capability, Random Forest is suitable for handling big data with complex parameters 
efficiently [8]. Naive Bayes is a classification method that can estimate the probability of a 
class, allowing decision-making based on learned data. In the category of numerical-based 
approaches, the Naive Bayes method stands out due to its simplicity, speed, and high 
accuracy [9]. 

This study aims to compare the performance of three methods, namely KNN, Random 
Forest, and Naive Bayes Classifier, in classifying family well-being according to provinces in 
Indonesia based on underlying factors. This study also highlights the significant factors that 
are the main focus in determining the classification of family well-being. It is expected that 
the classification of family well-being will have positive implications for the formulation of 
effective policies. The state of the art in this field incorporates machine learning methods 
such as K-Nearest Neighbors (KNN), Random Forest, and Naive Bayes Classifier to develop 
robust predictive models. These methods are particularly effective for handling secondary 
data and complex datasets, enabling researchers to classify families as well-off or not based 
on criteria such as education level, economic status, access to healthcare, and living 
conditions. 

 

METHODS 

Data and Research Stages 

The data used in this study is demographic and social statistics data from the years 
2017-2021, obtained from the bps.go.id website. This data includes access to adequate 
sanitation, sources of lighting, ownership of BPJS (Social Security Administration for health), 
household consumption expenditure, educational attainment, the number of working heads 
of households, a source of drinking water, average housing area, access to healthcare 
services, and the number of motor vehicles. The total number of data in this study is 170, 
with 70% (119) used as training data and 30% (51) used as test data. The response variable 
(Y) used is the category of well-off and not well-off families according to provinces, grouped 
based on the household consumption expenditure per month in each province and 10 
predictor variables as shown in Table 1. 
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Table 1. Predictor variables used 

Code Variables Scale 

𝑋1 Percentage of households by province with access to adequate sanitation Ratio 

𝑋2 Lighting Source Ratio 

𝑋3 Percentage of population with BPJS health insurance by province Ratio 

𝑋4 Level of Educational Attainment Ratio 

𝑋5 Percentage of Household Heads who are Employed Ratio 

𝑋6 
Percentage of households by province, type of area, and source of adequate 
drinking water 

Ratio 

𝑋7 Percentage of households by province, type of area, and housing area Ratio 

𝑋8 Percentage of access to healthcare services Ratio 

𝑋9 Number of motor vehicles  Nominal 

 

Data processing in this research utilizes RStudio and Microsoft Excel. The research 

steps are as follows: 

1. Searching and collecting historical data in Table 1 from the bps.go.id website using 

Microsoft Excel. 

2. Normalizing the data in Table 1 using RStudio. 

3. Performing the Bartlett test and checking the suitability of variables with the KMO 

(Kaiser-Meyer-Olkin) test to assess multicollinearity in the data using RStudio. 

4. Determining the correlation matrix, eigenvalues, and eigenvectors, and reducing data 

dimensions using Principal Component Analysis (PCA). 

5. Modeling criteria for prosperous and non-prosperous families. 

6. Classifying using KNN, Random Forest, and Naive Bayes methods. 

7. Creating confusion matrices for each method. 

8. Conducting an analysis by comparing the performance of each method by calculating 

accuracy, precision, recall, and F1-Score. 

Principal Component Analysis 

Principal component analysis is a technique used to explain a set of variables through 
several new variables that are mutually independent and linear combinations of the original 
variables. This analysis is used to reduce the dimensionality of data where the new variables 
are independent (uncorrelated) [10]. This analysis identifies which variables are most 
influential and thus capable of representing the data to be classified. The variables used are 
determined by the highest loading values in the principal component analysis. 

 
Normalization of data  

Normalization of data is the process of transforming data into a standardized or 
'normal' form to facilitate data processing and analysis. Normalization is carried out by 
creating a matrix x of size 𝑖 × 𝑗where i is the amount of observation data and j is the number 
of variables. This activity transforms the original variables into standard normal form by 
calculating the mean and standard deviation of each variable using Equation (1): 
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𝑍𝑖𝑗 = [
𝑥𝑖𝑗 − 𝑥 𝑗

√𝑆𝑗𝑗

] 
(1) 

 

Description : 

𝑥𝑖𝑗    = Data value on the ith row and jth column 

𝑥 𝑗    = Average of data in column j 

√𝑆𝑗𝑗   = Standard deviation of data in column j 

 

Determining the covariance matrix 

The covariance matrix is a matrix used to calculate the extent of the relationship 
between two variables. The values of this covariance matrix will then be used to determine 
the eigenvalues and eigenvectors. The covariance can be seen in Equation (2): 
 

𝑆𝑎𝑏 =  𝐶𝑜𝑣 (𝑋𝑎, 𝑋𝑏) =  
1

𝑛−1
∑ (𝑥𝑖𝑎 − 𝑥̅𝑎)(𝑥𝑖𝑏 − 𝑥̅𝑏)

𝑛
𝑖=1    𝑎, 𝑏 = 1,2, … . 𝑝 (2) 

 

From the equation above, the covariance matrix is obtained using Equation (3): 

 

𝑆 =

[
 
 
 
𝑆11 𝑆12 … 𝑆1𝑝

𝑆21 𝑆22 … 𝑆2𝑝

⋮ ⋮ ⋱ ⋮
𝑆𝑝1 𝑆𝑝2 … 𝑆𝑝𝑝]

 
 
 

𝑝×𝑝

 
(3) 

 

Determining eigenvalues and eigenvectors 

Eigenvalues are values that express the characteristics of a matrix, while eigenvectors 
are non-zero column matrices that, when multiplied by an 𝑝 × 𝑝 matrix, will result in 
multiples of the eigenvector itself. Eigenvalues can be calculated using the following 
Equation (4): 
 

|𝑆 − 𝜆𝐼| = 0 

 

||

𝑆11 − 𝜆 𝑆12 ⋯ 𝑆1𝑝

𝑆21 𝑆22 − 𝜆 ⋯ 𝑆2𝑝

⋮ ⋮ ⋱ ⋮
𝑆𝑝1 𝑆𝑝2 ⋯ 𝑆𝑝𝑝 − 𝜆

|| = 0 

 

(4) 

Eigenvectors can be obtained using Equation (5): 

 

(𝑆 − 𝜆𝐼) 𝒙 = 𝟎 (5) 

 

Determining principal components 

Random vector of 𝑝, namely 𝑋1, 𝑋2, . . . . . , 𝑋𝑝, where the principal components of these 

variables are 𝑃𝐶1, 𝑃𝐶2, . . . . . , 𝑃𝐶𝑘 obtained under the condition: 
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1. k < p 

2. Var(𝑃𝐶1) > Var(𝑃𝐶2) > ... >Var(𝑃𝐶𝑘) 

3. Cov(𝑃𝐶𝑖, 𝑃𝐶𝑗) = 0, where i ≠ j.  

The principal components are obtained through a linear combination of the 
eigenvector matrix and the data matrix as shown in Equation (6): 

 

𝑃𝐶1 = ∑𝑎𝑗1𝑋𝑗  =  𝑎11𝑋1  + 𝑎21𝑋2 + · · ·  + 𝑎𝑝1𝑋𝑝

𝑝

𝑗=1

 

𝑃𝐶2 = ∑𝑎𝑗2𝑋𝑗  =  𝑎12𝑋1  + 𝑎22𝑋2 + · · ·  + 𝑎𝑝2𝑋𝑝

𝑝

𝑗=1

 

⋮ 

𝑃𝐶𝑘 = ∑𝑎𝑗𝑝𝑋𝑗  =  𝑎1𝑝𝑋1  + 𝑎2𝑝𝑋2 + · · ·  + 𝑎𝑝𝑝𝑋𝑝

𝑝

𝑗=1

 

(6) 

 

From equation (6), it can be expressed in matrix form as shown in equation (7): 

 

[

𝑃𝐶1

𝑃𝐶2

⋮
𝑃𝐶𝑘

] = [

𝑎11 𝑎12 … 𝑎1𝑝

𝑎21 𝑎22 … 𝑎2𝑝

⋮ ⋮ ⋱ ⋮
𝑎𝑝1 𝑎𝑝2 … 𝑎𝑝𝑝

]

𝑝×𝑝

[

𝑋1

𝑋2

⋮
𝑋𝑝

]

𝑝×1

 

 

(7) 

Modeling Family Welfare 

The Poverty Line is a minimum value of expenditure on food and non-food needs that 
must be met to avoid being categorized as poor. Based on this poverty line, Indonesian 
citizens with incomes below Rp 535,547 per capita are classified as unable [11]. 

However, because the data used in this study is household consumption expenditure 
data per province and there are outliers within it, family welfare can be modeled using the 
median, which is Rp 1,124,474 as the threshold between prosperous and non-prosperous 
families. A family is considered prosperous if its expenditure exceeds Rp 1,124,474. 
Meanwhile, a family is considered non-prosperous if its expenditure is less than Rp 
1,124,474. 

 

K-Nearest Neighbor (KNN) 

K-Nearest Neighbor is a method used to classify new objects based on old attributes 
and training samples. This method classifies objects based on data that is closest to the 
object. KNN belongs to supervised learning, where the result of a new query instance is 
classified based on the majority, and the class of the classification result is based on the class 
that appears most frequently [12]. The proximity in this method typically uses Euclidean 
distance with Equation (8): 
 



Comparative Analysis of Machine Learning Algorithms on Family Wellness Classification 

Retno Budiarti  227 

𝐷𝑥𝑦 = √∑(𝑥𝑖 − 𝑦𝑖)2

𝑛

𝑖=1

 (8) 

 

Description:  

𝐷𝑥𝑦 : Distance x and y 

𝑥𝑖  : Training data 

𝑦𝑖 : Testing data 

𝑛 : The number of individual attributes  

 

Random Forest 

Random forest is a supervised learning that is an extension of the decision tree method 
where each tree in this method depends on the random vector values that are sampled freely 
and evenly. This method is commonly used for classification, regression, and so on [13]. 
Random forest is a method that can produce lower errors, is simple, and easily parallelizable, 
resulting in good classification outcomes. In addition, random forest can also be applied to 
big data with complex parameters as it can improve accuracy in cases of missing data, resist 
outliers, and is efficient for data storage [14]. This method is a modification of bagging by 
selecting m variables or adding random sub-sampling. Here is the random forest algorithm 
[15]: 

1. Create a bootstrap sample Z of size N from the dataset. 

2. Randomly select m variables from the p variables, where 𝑚 ≤ 𝑝. The value of m is 

chosen by approximating the square root of the total p variable. 

3. Grow a random forest tree without pruning. 

4. Repeat steps 1-3 n times to form a classification of  n trees. 

5. Once the trees are formed, the next step is to calculate the error rate to find the 

optimal mtry. 

6. The class prediction is made based on the majority vote from the n trees. 

The value of 𝑝 represents the number of predictor variables used as splitters in forming 
the classification tree, where a higher value leads to a greater correlation. 

 
Naive Bayes  

Naive Bayes is a classification method discovered by Thomas Bayes in the 18th 
century. This method uses supervised techniques to predict the probability of a class for a 
characteristic that will be used in a particular dataset. This method has a high level of 
accuracy with simple calculations [9]. The data to be classified using naive Bayes follows 
Equation (9): 
 

𝑃(𝐻|𝑋) =
𝑃(𝑋|𝐻) 𝑃(𝐻)

𝑃(𝑋)
 

 

(9) 

Description: 

X  : The characteristic resulting from the testing of the dataset 

H  : Hypothesis data X to be input into class  
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𝑃(𝐻|𝑋) : Probability of hypothesis H given condition X 

𝑃(𝑋|𝐻) : Probability of X given condition H 

𝑃(𝑋)  : Probability of X 

𝑃(𝐻)  : Probability of hipótesis H 

 

Confusion matrix 

Accuracy calculation in data mining can be done using the confusion matrix method. 
This method consists of test boundaries predicted correctly or incorrectly by the data 
performed by the classification model. The confusion matrix is created by classifying into 
two classes, namely: 

 
Table 2. Confusion matrix. 

 Predicted Positives Predicted Negative 

Actual Positives 
Instances 

Number of True Positives 
instances (TP) 

Number of  False Negatives 
instances (FN) 

Actual Negatives 
Instances 

Number of False Positives 
instances (FP) 

Number of True Negatives 
instances (TN) 

 

Explanation: 
1. True Positives (TP) is the number of positive data classified as positive. 

2. False Positives (FP) is the number of negative data classified as positive. 

3. False Negatives (FN) is the number of positive data classified as negative. 

4. True Negatives (TN) is the number of negative data classified as negative. 

The values obtained through this method will be used to calculate the accuracy of the 
data to be tested [16]. Accuracy is a measure used to see the percentage of correctly 
classified or predicted data by the algorithm. This accuracy value can be calculated by 
comparing the number of correctly predicted data to the total number of data available using 
Equation (10): 

 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦   =  
∑  𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑑𝑎𝑡𝑎

(𝑇𝑃 +  𝑇𝑁 + 𝐹𝑃 +  𝐹𝑁)
 × 100% 

=
𝑇𝑃 +  𝑇𝑁

(𝑇𝑃 +  𝑇𝑁 + 𝐹𝑃 +  𝐹𝑁)
 × 100% 

 

(10) 

Precision is a metric used to evaluate how many true positive predictions the model 
makes when predicting positive cases [17]. The precision value can be calculated using 
Equation (11): 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛    =  
𝑇𝑃

(𝑇𝑃 +  𝐹𝑃 )
 × 100% (11) 

  

Recall is used to assess how often the model successfully predicts positive cases out of 
all actual positive examples [17]. The recall value can be calculated using Equation (12): 
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𝑅𝑒𝑐𝑎𝑙𝑙   =  
𝑇𝑃

(𝑇𝑃 +  𝐹𝑁)
 × 100% 

 

(12) 

F1-Score is used to evaluate the performance of a classification model on a dataset that 
has an imbalance between positive and negative examples. Precision and recall may provide 
less accurate information in such cases, but the F1-Score can provide a more balanced 
measurement between the two [17]. The F1-Score value can be calculated using Equation 
(13): 

 

 
1

𝐹1
=

1

2
(

𝑇𝑃

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +   𝑅𝑒𝑐𝑎𝑙𝑙
)  × 100% 

 
(13) 

The initial understanding of the classification method's performance based on the 
values in the confusion matrix has a practical reference known as the rule of thumb for the 
confusion matrix, which includes: 

1. If the number of TP and TN is high, while the number of FP and FN is low, it represents 

that the model has good performance. 

2. If the number of FP generated is very high, it represents that the model has more false 

positive predictions or classifies too many positive labels. 

3. If the number of TP generated is low, it represents that the model has more false 

negative predictions or failures that should be positive but are predicted as negative. 

4. If the number of TP generated is low, it represents that the model correctly 

identifying positive labels has problems and requires improvement. 

5. If the number of TN generated is low, it represents that the model correctly 

identifying negative labels has problems and requires improvement. 

The rule of thumb for the confusion matrix provides only a rough understanding of the 
classification method's performance, so more detailed and accurate evaluation is needed to 
consider the context and purpose of using the method [17]. 

 

RESULTS AND DISCUSSION 

Dimension Reduction with Principal Component Analysis 

This study uses a total of 170 data points, of which 70% (119) are used as training data 
and 30% (51) as test data. Additionally, there are 10 predictors utilized in this research, the 
number of predictor variables is reduced using Principal Component Analysis (PCA) to make 
the data classification process more efficient. Before conducting Principal Component 
Analysis (PCA), a check is performed to see if there is multicollinearity using Bartlett's test 
of sphericity and the suitability of variables using the Kaiser-Meyer-Olkin (KMO) test. 
Bartlett's test of sphericity produces a value of 𝑝 − 𝑣𝑎𝑙𝑢𝑒 <  2.2 × 10−16, the value is less 
than 0.05, indicating that there is multicollinearity in the variables and PCA analysis is 
needed. The KMO test produces a value of 𝑝 − 𝑣𝑎𝑙𝑢𝑒 =  0.6106017, the value is greater than 
0.05, indicating that the data is sufficient for factor analysis and the model is appropriate. 

Multicollinearity identified through Bartlett’s Test of Sphericity can be addressed using 
the Principal Component Analysis (PCA) method. In this process, the number of factors to be 
retained is based on the eigenvalues obtained, where factors with eigenvalues greater than 
1 will be prioritized. This approach allows for the simplification of the data structure by 
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eliminating excessive correlations among variables, resulting in uncorrelated principal 
components that can maximize data representation.  The following are the eigenvalues from 
the principal component analysis. 

 
Table 3. Eigenvalues and proportion obtained 

 
Eigen vector 

𝝀𝟏 𝝀𝟐 𝝀𝟑 𝝀𝟒 𝝀𝟓 𝝀𝟔 𝝀𝟕 𝝀𝟖 𝝀𝟗 

Eigen values 3.08 1.62 1.19 1.00 0.66 0.56 0.47 0.27 0.16 

Proportion 34.2% 18% 13.2% 11.2% 7.3% 6.2% 5.3% 3% 1.8% 

Cumulative 
proportion 

34.2% 52.2% 65.4% 76.6% 83.9% 90.1% 95.4% 98.4% 100% 

 

From Table 3, it can be seen that the analysis shows there are four components with 

eigenvalues greater than 1, namely 3.08, 1.62, 1.19, and 1.00. These eigenvalues indicate the 

contribution of each component to the total variance explained in the data. The proportions 

generated by these four components are 34.2% for the first component, 18% for the second 

component, 13.2% for the third component, and 11.2% for the fourth component. Thus, the 

cumulative proportion produced by these four components reaches 76.6%, which is clearly 

above the 70% threshold commonly used in research. This indicates that these four main 

components are capable of capturing most of the information present in the initial data. 

Therefore, the number of components to be used in the subsequent analysis will be these 

four main components. It is expected that these four components are sufficiently 

representative to describe all initial predictor variables related to Family Welfare based on 

Province in Indonesia. With this approach, it is hoped that the analysis can be conducted 

more efficiently, without losing important information that could affect the prediction 

results. The loading values of the four main components can be seen in Table 4. 

 
Table 4. Formulation of four main components 

Initial Predictor 
Variables 

Loading of 
Principal 

Component 1 

Loading of 
Principal 

Component 2 

Loading of 
Principal 

Component 3 

Loading of 
Principal 

Component 4 

𝑋1 0.50252* -0.09659 -0.01521 0.17808 

𝑋2 -0.02297 -0.65718* 0.22849 0.03384 

𝑋3 0.02757 -0.17443 -0.75972* 0.27192 

𝑋4 0.46927 0.01018 0.07365 0.27085 

𝑋5 -0.43099 0.00357 0.14325 0.20743 

𝑋6  0.06838 -0.21250 -0.00803 
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Initial Predictor 
Variables 

Loading of 
Principal 

Component 1 

Loading of 
Principal 

Component 2 

Loading of 
Principal 

Component 3 

Loading of 
Principal 

Component 4 

𝑋7 0.44431 0.57647 -0.25476 0.19911 

𝑋8 0.16401 0.31760 0.47705 0.53697 

𝑋9 0.26109 0.30064 0.08246 -0.66990* 

*Largest absolute value 

 

In Principal Component Analysis (PCA), the term "loading" refers to the weight or 
contribution of each initial predictor variable in the formation of principal components. It 
reflects the extent to which the initial predictor variables influence the variation in the data. 
Each initial predictor variable is assigned a loading for each principal component generated 
by PCA. Loadings depict the importance of these variables in forming the principal 
components. The range of loading values is from -1 to 1, with the sign indicating the direction 
of the relationship between the initial predictor variables and the principal components. 
High loadings indicate significant contributions, while loadings close to zero indicate low or 
insignificant contributions. Variables with high and positive loadings on the first principal 
component have a significant influence in explaining the variation in the first principal 
component, while high and negative loadings indicate opposite effects. By analyzing 
loadings, the most important variables in explaining the variation in the data can be 
identified. Variables with high loadings are considered to have a significant influence on 
shaping the patterns and structure of the data. 

Coefficients for each initial predictor variable are calculated based on the loading 
values on each principal component. High coefficients indicate that the corresponding 
loading values are also high, and vice versa. The greater the coefficient, the greater the 
influence of that variable in this classification process. The computation of coefficients  𝑃𝐶1, 
𝑃𝐶2, 𝑃𝐶3, and 𝑃𝐶4 for each data point, this process is carried out sequentially following 
equation (6), which then results in the formation of Equations (14), (15), (16), (17): 

 

 

𝑃𝐶𝑘 = ∑𝑎𝑗𝑝𝑋𝑗 = 𝑎1𝑝𝑋1 + 𝑎2𝑝𝑋2 + ⋯+ 𝑎𝑝𝑝𝑋𝑝

𝑝

𝑗=1

 (6) 

𝑃𝐶1 = 0.5025𝑋1 − 0.0230𝑋2 + 0.0276𝑋3 + 0.4693𝑋4 − 0.4310𝑋5

+ 0.4443𝑋6 − 0.2185𝑋7 + 0.1640𝑋8 + 0.2611𝑋9 
(14) 

𝑃𝐶2 = −0.0966𝑋1 − 0.6572𝑋2 − 0.1744𝑋3 + 0.0102𝑋4 + 0.0036𝑋5 + 0.0684𝑋6

+ 0.5765𝑋7 + 0.3176𝑋8+0.3006𝑋9 
(15) 

𝑃𝐶3 = −0.0152𝑋1 + 0.2285𝑋2 − 0.7597𝑋3 + 0.0736𝑋4 + 0.1433𝑋5 − 0.2125𝑋6

− 0.2548𝑋7 + 0.4770𝑋8 + 0.0825𝑋9 
(16) 

𝑃𝐶4 = 0.1781𝑋1 + 0.0338𝑋2 + 0.2719𝑋3 − 0.2709𝑋4 − 0.2074𝑋5 − 0.0080𝑋6

+ 0.1991𝑋7 + 0.5370𝑋8 − 0.6699𝑋9 
(17) 

 

It can be observed that in 𝑃𝐶1, variable 𝑋1,   has the largest influence with a positive 
coefficient of 0.502518, whereas in 𝑃𝐶2, variable 𝑋2, has the greatest influence with a 
negative coefficient of 0.65718. In 𝑃𝐶3, variable 𝑋3 is the most influential with a negative 
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coefficient of 0.75972. Additionally, in 𝑃𝐶4, variable 𝑋9 is the most influential with a negative 
coefficient of 0.6699. Therefore, the variables that have the most significant impact on the 
classification process with the four principal components are the percentage of households 
by province with access to adequate sanitation, lighting source, the percentage of population 
with BPJS health insurance by province, and the number of motor vehicles. 

 

Classification with K-Nearest Neighbor (KNN) 

 The K-Nearest Neighbor (KNN) method utilizes the first four principal components 
from the independent variables to classify prosperous families, namely 𝑋1, 𝑋2, 𝑋3, and 𝑋9. In 
the application of this method, the value of K was set to 14, chosen based on an initial 
analysis showing that this value produced the lowest error rate among other K values in the 
range of 1 to 15, specifically 0.3653846. The use of 𝐾 = 14 demonstrates effectiveness in 
determining the nearest neighbors, thus providing higher accuracy in classification. After 
the classification process is completed, the KNN method generates a confusion matrix that 
provides an overview of the model's performance in classifying the data. This matrix reflects 
the number of correct and incorrect predictions for each category and enables further 
evaluation of the effectiveness of the KNN method in the context of classifying family welfare. 
The resulting confusion matrix is as follows: 

 
Table 5. Confusion matrix resulting from K-Nearest Neighbor (KNN) 

 
Actual 

Prediction results  
Number of 

rows The family is not 
prosperous 

Prosperous family  

The family is not prosperous 18 8 26 

Prosperous family 11 15 26 

Number of colums 29 23 52 

 

Table 5 shows that there are 18 data points classified as TP (True Positive), meaning 
they were predicted to belong to the category of non-prosperous families and indeed belong 
to that category based on the actual classification. There are 8 data points classified as FN 
(False Negative), where the actual category is non-prosperous families but they were 
predicted as prosperous families. There are 11 data points classified as FP (False Positives), 
where the actual category is prosperous families but they were predicted as non-prosperous 
families. Additionally, there are 15 data points classified as TN (True Negatives), predicted 
to belong to the category of prosperous families and indeed belong to that category based 
on the actual classification. 
 

Classification with Random Forest 

 The random forest method uses the first four principal components of the 

independent variables to classify prosperous families, namely 𝑋1, 𝑋2, 𝑋3 dan 𝑋9. This method 

yields an error of 0.3077. After the classification process is completed, the random forest 

method generates a confusion matrix that provides an overview of the model's performance 

in classifying the data. This matrix reflects the number of correct and incorrect predictions 

for each category and enables further evaluation of the effectiveness of the random forest 
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method in the context of classifying family welfare. The resulting confusion matrix is as 

follows: 
Table 6. Confusion matrix resulting from Random Forest 

 
Actual 

Prediction results  
Number of 

rows 
The family is not 

prosperous 
Prosperous family  

The family is not prosperous 17 9 26 

Prosperous family 7 19 26 

Number of colums 24 28 52 

 

Table 6 shows that there are 17 True Positive (TP) data points, meaning the predicted 
category is prosperous families, which aligns with the actual category of prosperous families. 
There are 9 False Negative (FN) data points where the actual category is non-prosperous 
families but predicted as prosperous families. There are 7 False Positive (FP) data points 
where the actual category is prosperous families but predicted as non-prosperous families. 
Lastly, there are 19 True Negative (TN) data points predicted as non-prosperous families, 
which align with the actual category of non-prosperous families. 

 
Classification with Naive Bayes Classifier 

The Naive Bayes Classifier method uses the first four principal components of the 
independent variables to classify prosperous families, namely 𝑋1, 𝑋2, 𝑋3 dan 𝑋9. This method 
yields an error of 0. After the classification process is completed, the naive bayes classifier 
method generates a confusion matrix that provides an overview of the model's performance 
in classifying the data. This matrix reflects the number of correct and incorrect predictions 
for each category and enables further evaluation of the effectiveness of the naive bayes 
classifier  method in the context of classifying family welfare. The resulting confusion matrix 
is as follows: 

 
Table 7. Confusion matrix resulting from Naive Bayes Classifier 

 
Actual 

Prediction results  
Number of 

rows The family is not 
prosperous 

Prosperous family  

The family is not prosperous 25 1 26 

Prosperous family 21 5 26 

Number of colums 46 6 52 

 

Table 7 shows that there are 25 data points classified as TP (True Positive), meaning 
the data predicted to belong to the category of non-prosperous families aligns with the actual 
category of non-prosperous families as well. There are 1 data points classified as FN (False 
Negative), where the actual category is non-prosperous families but predicted as prosperous 
families. There are 21 data points classified as FP (False Positives), where the actual category 
is prosperous families but predicted as non-prosperous families. Then, there are 5 data 
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points classified as TN (True Negatives), predicted to belong to the category of prosperous 
families, aligning with the actual category of prosperous families as well. 

 

Method Performance Comparison 

The most effective method for classifying prosperous families can be identified by 
examining high values of accuracy, precision, recall, and F1 Score, which serve as key 
indicators of model performance. These values are obtained by calculating the elements of 
the confusion matrix resulting from the application of various classification methods, 
namely K-Nearest Neighbor (KNN), Random Forest, and Naive Bayes. This calculation 
provides a deep understanding of how well each method can accurately identify categories 
and the level of error present in predictions. To facilitate performance comparison, the 
accuracy, precision, recall, and F1 Score values from these three methods are summarized 
and presented in Table 8. This table offers a comprehensive overview of the strengths and 
weaknesses of each method in classification, helping to determine the most optimal method 
within the context of this study. 

Table 8. Method Performance Comparison 

Measure K-Nearest Neighbor 
(KNN) 

Random Forest Naive Bayes Classifier 

Accuracy 63.46% 69.23% 57.69% 

Precision 62.07% 70.83% 54.35% 

Recall 69.23% 65.38% 96.15% 

F1- Score 65.46% 68.00% 69.44% 

  

The accuracy, precision, recall, and F1 score values presented in Table 8 can be 
calculated using Equations (10), (11), (12), and (13) as follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝐾𝑁𝑁) =
18 + 15

18 + 15 + 11 + 8
× 100% 

= 63.46% 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝐾𝑁𝑁) =
18

18 + 11
× 100% 

= 62.07% 

𝑅𝑒𝑐𝑎𝑙𝑙 (𝐾𝑁𝑁) =
18

18 + 8
× 100% 

= 69.23% 
1

𝐹1
=

1

2

18

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
× 100% 

= 65.46% 
According to Table 8, the highest accuracy value is obtained using the Random Forest 

methods, both at 69.23%. The highest precision value is obtained using Random Forest at 
70.83%. The highest recall and F1-Score values are obtained using the Naive Bayes Classifier 
method at 96.15% and 69.44%, respectively. Based on the values shown, the Random Forest 
method is the most suitable for classifying prosperous families. 
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CONCLUSIONS 

This study successfully determined the best method for classifying prosperous families 
based on household consumption expenditure per province and predictors obtained from 
the Badan Pusat Statistik (BPS) also known as Central Bureau of Statistics. In this research, 
9 predictors were then reduced to four principal components determined from eigenvalues. 
For classifying test data, the analysis results from the KNN yield an 63.46% accuracy, 62.07% 
precision, 69.23% recall, and 65.46% F1-score. The analysis results from the random forest 
yield an 69.23% accuracy, 70.83% precision, 65.38% recall, and 68.00% F1-score. The 
analysis results from the KNN yield an 57.69% accuracy, 54.35% precision, 96.15% recall, 
and 69.44% F1-score. Random Forest method emerged as the best method among K-Nearest 
Neighbor (KNN) and Naive Bayes Classifier because it yielded higher values in accuracy and 
precision. For further research, we recommend using Artificial Neural Networks (ANN) 
method as it can handle data complexity, making it suitable for intricate classification tasks. 
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