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ABSTRACT 
 
Using microarray datasets, this research investigation addresses the problem of unbalanced data 
in binary classification tasks. The objective is to increase classification performance by adding 
Extreme Learning Machine (ELM) regularization, as well as Synthetic Minority Over-Sampling 
Technique (SMOTE) for data over-sampling and Quantile Transformer for data scaling. The study 
began with gathering important biological datasets from reputable sources such as UCI and 
Kaggle, including Pima Indian Diabetes, Heart Disease, and Wisconsin Breast Cancer. SMOTE was 
employed to solve the difficulty of data imbalance in the preparation of the dataset. The data was 
then separated into training (80%) and testing (20%) sets before being scaled using Quantile 
Transformation. To boost accuracy, ELMs were employed with an emphasis on introducing 
regularization techniques. Regularized ELM (R-ELM) surpasses ELM in terms of AUC, despite 
ELM's faster calculation time. The final selection of the regularization parameter (C) in R-ELM 
influences the model's performance and calculation time. Overall, R-ELM with SMOTE achieved 
an average accuracy of 0.964 across all datasets. This method shows promise for improving the 
classification of imbalanced biomedical datasets, especially in cancer detection. Further 
validation on additional datasets is recommended to confirm its robustness and broader 
applicability. 

Keywords: Regularized Extreme Learning Machine (R-ELM) Algorithm, Biomedical Research, 
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INTRODUCTION 

Technology plays a vital role in modern healthcare, especially for managing critical 
conditions like diabetes, breast cancer, and heart disease. These technological 
advancements not only accelerate diagnosis but also enhance real-time monitoring and 
classification of patients, leading to more accurate disease prognosis. Additionally, 
technology facilitates more efficient storage and analysis of extensive medical data, 
which is crucial given the increasing number of patients with these conditions. For 
instance, in Indonesia around 2,789,064 individuals are affected by heart disease, 
underscoring the need for effective data management solutions to improve diagnostic 
speed and treatment accuracy [1]. Machine learning has emerged as a powerful tool to 
address the challenges of medical data management. By leveraging algorithms and 
mathematical models, machine learning can classify data, predict diseases, and support 
decision-making with greater speed and accuracy. However, a significant challenge is 
data imbalance, where some classes of data, such as breast cancer cases, are 
underrepresented compared to others, leading to skewed predictions and reduced 
model performance [2]. 

The aim of this study is to improve classification performance on imbalanced medical 
datasets by combining ELM with SMOTE and introducing Regularized ELM (R-ELM). The 
regularization component in R-ELM addresses overfitting by controlling model 
complexity and improving generalization. By using SMOTE to generate synthetic 
samples for minority classes, we observed a significant improvement in classification 
accuracy across all datasets, achieving an average accuracy of 0.964. Evaluation metrics, 
including Area Under the Curve (AUC) and confusion matrix, were used to assess model 
performance. The results show that the R-ELM with SMOTE outperforms the standard 
ELM, especially in identifying minority classes and reducing false positives and 
negatives. These adjustments are crucial for managing noisy and imbalanced data often 
found in medical datasets. Overall, this research aims to provide more reliable disease 
predictions and support healthcare professionals in making informed decisions based 
on accurate data analysis. 
 

METHODS 

The topic of this study focuses on the problem of unbalanced data in multiclass 
classification problems using microarray datasets. The target is to enhance classification 
performance by using Regularization Extreme Learning Machine (R-ELM) with changed 
regularization parameter (C) and combining SMOTE for data oversampling and Quantile 
Transformer for data scaling. 
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Figure 1. System Overview 

The system involves several key steps: acquiring significant biological datasets (Pima 
Indian Diabetes, Heart Disease, and Wisconsin Breast Cancer) from reliable sources such 
as UCI and Kaggle. These datasets contain important information regarding diabetes 
diagnosis, heart conditions, and tumor characteristics, respectively. Data preprocessing 
using SMOTE addresses the issue of imbalance, ensuring a more representative dataset. 
The dataset was then divided into 80% training data and 20% testing data, followed by 
scaling with Quantile Transformation to improve data normalization. The Extreme 
Learning Machine method, with additional regularization, was used to improve 
accuracy. We anticipate that the application of R-ELM combined with SMOTE will result 
in a significant improvement in classification accuracy, ultimately helping healthcare 
professionals make better decisions.  

SMOTE (Synthetic Minority Oversampling Technique) 

The SMOTE (Synthetic Minority Over-Sampling Technique) algorithm is a technique 
often used to solve the issue of unbalanced data in behavioral datasets. Its primary goal 
is to produce supplemental data points for minority groups within the dataset. The 
notion of SMOTE entails producing synthetic data by duplicating or replicating samples 
from the minority class in a way that makes them comparable to the majority class [3-4]. 
To balance the class distribution, these newly produced instances are added to the 
original dataset. Figure 2 illustrates the process of converting in the SMOTE algorithm.  
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Figure 2. Systematic Conversion SMOTE 

The SMOTE method operates by picking a sample from the minority class and locating 
its K closest neighbors inside the feature space. Interpolating between the specified 
sample and its neighbors generates synthetic samples. The SMOTE ratio, a user-defined 
parameter, controls the amount of synthetic samples generated for the minority class, 
ensuring balanced data [5]. 

Quantile Transforms 

Quantile scaling is a mechanism for converting numerical input or output variables to 
a Gaussian or uniform probability distribution [6-7]. They give an automated method for 
transforming a numeric input variable into a new data distribution, which may then be 
utilized as input to a predictive model [6]. Quantile normalization transforms numerical 
input variables in the training dataset to ensure statistical equality between 
distributions by sorting and averaging values. It is commonly used in microarray data 
analysis before feeding data into machine learning models [7].  

Distribution of the future is required in different real-world scenarios instead of a 
single point prediction. As a consequence, we consider modeling the random variable's 
cumulative distribution (CDF) if its value is random 𝑌𝜏+1

𝑛 ∈ ℝ complementing previous 
experiences. Let us designate the CDF as 𝐹𝑌(𝑦), following that at the quantile level the 
quantile estimates α ∈ (0,1) is [8-10]: 

𝑄𝑌(𝛼) ≔ inf {𝑦 ∈  ℝ ∶  𝛼 ≤  𝐹𝑌(𝑦)} (1) 

Which the function, 𝑄𝑌 is the quantile function or the inverse CDF function. Intuitively, α 
∈ (0,1) is that the possibility that Y will be smaller than 𝑄𝑌(𝛼). The quantile estimate can 
be written as follows: 

𝑞α ,τ+1
𝑛 = 𝑄𝑌(α |𝑌1:𝜏, 𝑋1:𝜏, Θ) (2) 

The lost functionality, can be defined in the following way: 
                             𝜌𝛼(𝑌, 𝑞𝛼) = (𝑌 −  𝑞𝛼)(𝛼 − 𝕀(𝑌 ≤ 𝑞𝛼)

) 

(3) 
                                    =  {

𝛼(𝑌 −  𝑞𝛼),

(𝛼 − 1)(𝑌 −  𝑞𝛼),
 

if  𝑌 ≥ 𝑞𝛼 
if  𝑌 < 𝑞𝛼 

Quantile normalization sorts distributions and sets each value to the average of 
corresponding values. It is commonly used in microarray data analysis [10]. It is 
provided in the scikit-learn toolkit and may be applied to any numerical input variable 
in a dataset. Quantile normalization, on the other hand is a technique used in statistics to 
make two distributions identical in statistical properties. 

Extreme Learning Machine 

The Extreme Learning Machine is a feedforward neural network with a single hidden 
layer or commonly known as SLFNs. This approach has applications in classification, 
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regression, clustering, pattern recognition, forecasting, diagnostics, and image 
processing. ELM is thought to solve the shortcomings of previous artificial neural 
networks that excel in terms of learning speed and generalization [11]. The ELM method 
does not train the input weights, but it was random or biased in order to maximize the 
value achieved in the ELM process. Figure 3 depicts the systematics in the ELM process.  

 
Figure 1. Extreme Learning Machine Algorithm Architecture 

In Figure 3, ELM has three primary stages: data enters the input layer, then the 
concealed layer, and finally the output layer. ELM, unlike other artificial neural 
networks, does not employ the backpropagation technique in its implementation to 
train weights repeatedly [12, 13]. The ELM algorithm employs a mechanism for 
determining weights between the input layer and randomly initialized hidden units, and 
the weights of the hidden units and the output layer (beta matrix) are determined 
directly. The Hidden Layer L Node output may be estimated using the following formula: 

𝑇 =  ∑ 𝛽𝑖. 𝑔𝑖(𝑎𝑖𝑥𝑘 + 𝑏𝑖)

𝐿

𝑖=1

= ℎ(𝑥). 𝛽 (4) 

The main objective of training the ELM algorithm is to find the beta weights that may 
provide output that is near to or reduces the difference between the forecast output and 
the intended target [14]. If there is no regularization (C = 0) in the procedure, the 
answer for the beta weight matrix is as follows: 

𝛽 = 𝐻𝑇𝑇 (5) 
In such a situation, R-ELM has two solutions for the beta weight matrix corresponding to 
the number of training samples is also an option. In this research, we will concentrate on 
regularization in ELM, this sample point determination is separated into two parts: 
Number of training samples that are not too large (solution 1): 

𝛽 = 𝐻𝑇 (
𝐼

𝐶
+ 𝐻𝐻𝑇)−1𝑇 

(6) 

For the second, the number of training sample points is very large (solution 2): 

𝛽 = (
𝐼

𝐶
+ 𝐻𝑇𝐻)−1𝐻𝑇𝑇 

(7) 

ELM can categorize data into many groups. It's been utilized in a variety of applications, 
including image identification, text categorization, and medical diagnostics [15].  

RESULTS AND DISCUSSION  

Dataset 

The datasets focused on in this research are biomedical datasets which are used from 
UCI and Kaggle as benchmark datasets. The datasets are: 
1) Pima Indian Diabetes 
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The National Institute of Diabetes and Digestive and Kidney Diseases published this 
data [16]. The dataset's goal is to diagnostically predict whether or not a patient has 
diabetes based on specific diagnostic parameters.  All patients here, in particular, are 
Pima Indian women over the age of 21, and information sets include a number of 
medical predictor factors as well as one target variable [17]. Variables include the 
patient's previous pregnancies, glucose, blood pressure, skin thickness, BMI, insulin 
level, age, and the classification result, which becomes the desired output in the form of 
binary classification. The dataset refers to "Outcome" attributes, which are utilized as 
study goals. 
2) Heart Disease 

Heart Disease Dataset is a multivariate dataset, which indicates that it contains or 
includes a number of distinct mathematical or statistical variables, as well as 
multivariate numerical data analysis covers 76 properties, although all published 
research focuses on a subset of 14 of these [18]. There are 14 attributes: age, gender, 
type of chest pain, resting blood pressure, serum cholesterol, fasting blood sugar, resting 
electrocardiography results, maximum achieved heart rate, exercise-induced angina, 
peak duration, degree of exercise-induced depression relative to rest, slope of peak 
exercise segment, number of major blood vessels, thalassemia, and diagnosis with a 
binary classification form of 0 and 1. 
3) Breast Cancer Wisconsin (Diagnostic) 

This database is also accessible through the UW CS FTP server: For each illustration, 
the mean, standard error, and "worst" or worst (average of the three largest values) of 
these characteristics were determined, yielding 30 features [19]. This study's diagnostic 
characteristics are included in the dataset. Multiple evaluations were taken on the cell 
nuclei from the breast mass photos in the collection. The dataset's class distribution 
indicates 357 cases of benign cells and 212 instances of malignant cells. This distribution 
offers a balanced representation of both classes, allowing for accurate categorization 
and analysis of breast mass pictures. 

Evaluation Criteria 

In optimizing the Extreme Learning Machine (ELM) algorithm with SMOTE for data 
imbalance and Quantile Transformer for scaling, metrics such as confusion matrix 
provides a detailed view, including true positives, true negatives, false positives, and 
false negatives, from which additional metrics like G-Means, specificity, and sensitivity 
can be derived. The model's performance was also assessed using the ROC curve and 
AUC Score. The ROC curve plots the true positive rate against the false positive rate 
across different thresholds, while the AUC measures the area under this curve, 
indicating the model's ability to distinguish between positive and negative 
classifications [20]. The bigger the AUC value, the better the model's performance, which 
shows the positive rate versus the false positive rate at various levels of different 
categorization thresholds. The area under the ROC curve, often known as the AUC value, 
is a measure of the model's ability to differentiate between positive and negative 
classifications [21].  

Result Analysis 

After data preprocessing confirmed that there are no NaN or missing values, the data 
was deemed clean. The three datasets had imbalanced output classes, so the SMOTE 
approach was used to address this issue. To address this, the SMOTE approach was 
applied to each dataset. For instance, in the Pima Indian Diabetes Dataset, there were 
500 samples for class 0 and 268 samples for class 1, as detailed in Figure 4. 
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Figure 4. Comparison of The Number of Pima Indian Diabetes 

Similarly, in the Heart Disease Dataset, the class distribution before SMOTE consisted of 
276 samples for class 0 and 330 samples for class 1, as displayed in Figure 5, indicating a 
slight imbalance, which was addressed using SMOTE. 

 
Figure 5. Comparison of The Number of Breast Cancer 

In the Wisconsin Breast Cancer Dataset, the class distribution was more imbalanced, 
with 357 samples for class 0 and 212 samples for class 1, as presented in Figure 6, and 
this imbalance was also addressed using SMOTE. 

 
Figure 6. Comparison of The Number of Heart Disease 

We compare the performance of the Regularized Extreme Learning Machine (ELM) 
algorithm with and without the addition of the SMOTE algorithm. To optimize accuracy, 
we adjust the regularization parameter or C ranging from 1 to 250 so that the results are 
as in the following Table 1. 

Table 1. Result of Comparison Performance Algorithm 
Algorithm Evaluation Diabetes Heart Disease Breast Cancer 

ELM 
Accuracy 0.675 0.696 0.947 
Running Time (s) 0.017 0.039 0.018 
AUC 0.777 0.847 0.996 

ELM + SMOTE 
Accuracy 0.630 0.667 0.930 
Running Time (s) 0.014 0.031 0.014 
AUC 0.847 0.935 0.995 

R-ELM Accuracy 0.785 0.868 0.991 
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 C = 220 C = 5 C = 1 
Running Time (s) 0.005 0.021 0.013 
AUC 0.761 0.914 0.997 

R-ELM + SMOTE 

Accuracy 0.795 0.871 0.991 
 C = 247 C = 1 C = 182 
Running Time (s) 0.007 0.008 0.005 
AUC 0.797 0.935 0.995 

Table 1 shows that the Regularized Extreme Learning Machine (R-ELM), with or without 
SMOTE, consistently outperforms ELM in terms of accuracy and AUC across all datasets. 
Despite a slightly longer computation time, R-ELM proves more effective in handling 
imbalanced data, making it a better option for classification tasks. In our study, we 
optimized the regularization parameter C by performing a grid search over a range of 
values from 1 to 250 for each dataset. The selected values C=247 for the Diabetes 
dataset, C=1 for the Heart Disease dataset, and C=182 for the Breast Cancer dataset 
represent the best-performing parameters based on the highest accuracy and AUC 
achieved during cross-validation. The selected values represent the best performance 
based on accuracy and AUC. These values were chosen to minimize overfitting while 
maximizing generalization across the training and testing sets.  

The regularization parameter C plays a crucial role in the Regularized Extreme 
Learning Machine (R-ELM) algorithm. It controls the trade-off between maximizing the 
margin of the classifier and minimizing the classification error on the training data. 
Specifically, a smaller value of C emphasizes maximizing the margin, which can help to 
prevent overfitting but may result in a higher classification error. Conversely, a larger 
value of C allows the model to focus more on reducing the training error, potentially 
leading to overfitting if the model becomes too complex. Thus, selecting an appropriate 
value for C is essential to achieving a balance that enhances model generalization and 
performance on unseen data.  

As previously mentioned, this research will be evaluated using confusion matrices 
derived from the classification results. These matrices provide a comprehensive set of 
metrics for assessing the performance of the classification algorithms. The classification 
performance is detailed in Tables 2 to 5, which present the evaluation results for each 
algorithm. Specifically, Table 2 outlines the performance metrics for the ELM algorithm, 
Table 3 for the ELM with SMOTE, Table 4 for the R-ELM algorithm, and Table 5 for the R-
ELM with SMOTE. By analyzing these confusion matrices, we gain valuable insights into 
the effectiveness of each algorithm in accurately classifying the datasets. 

Table 2. Performance Confusion Matrix ELM 

Algorithm Evaluation Diabetes Heart Disease Breast Cancer 

ELM 

TP 25 52 38 

TN 74 33 70 

FP 25 17 1 

FN 30 20 5 
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(a) (b) (c) 

Figure 7. Confusion Matrix and ROC Curve ELM Algorithm of (a) Pima Indian Diabetes, (b) Heart Disease, 
and (c) Breast Cancer 

On three separate datasets that can be seen in Figure 7, the ELM method performed 
inconsistently. On the Heart Disease dataset, ELM has a very high TP count but also 
produces considerable FP and FN. On the Diabetes dataset, ELM produces more FPs than 
TPs, but has a good amount of TNs as well. 

Table 3. Performance Confusion Matrix ELM with SMOTE Algorithm 

Algorithm Evaluation Diabetes Heart  Disease Breast Cancer 

ELM +SMOTE 

TP 71 49 68 

TN 64 39 65 

FP 35 19 4 

FN 30 25 6 

 
 

  

   
(a) (b) (c) 

Figure 8. Confusion Matrix and ROC Curve ELM + SMOTE Algorithm of (a) Pima Indian Diabetes, (b) Heart 
Disease, and (c) Breast Cancer 

By applying the ELM with SMOTE method, the number of True Positives (TPs) 
increased in both the Pima Indian Diabetes and Wisconsin Breast Cancer datasets, as 
shown in Figure 8. However, for the Heart Disease dataset, a slight decrease in TPs was 
observed, indicating that while SMOTE improved overall performance, the effect on each 
dataset varied. In the Heart Disease and Diabetes datasets, meanwhile, a rise in TP was 
accompanied by an increase in FP and FN. On the Breast Cancer dataset, ELM with 
SMOTE performed well, with a high TP count and a low FP and FN count. 

Table 4. Performance Confusion Matrix R-ELM Algorithm 

Algorithm Evaluation Diabetes Heart Disease Breast Cancer 

Regularized ELM 

TP 24 19 42 

TN 93 96 66 

FP 6 3 5 
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FN 31 36 1 

   

   
(a) (b) (c) 

Figure 9. Confusion Matrix and ROC Curve R-ELM Algorithm of (a) Pima Indian Diabetes, (b) Heart 
Disease, and (c) Breast Cancer 

On two out of three datasets that can be seen in Figure 7 and Figure 9, the R-ELM 
method outperformed the ELM algorithm. The R-ELM produced a higher TP count but a 
lower FP and FN count on the Heart Disease dataset. On the Diabetes dataset, 
Regularized ELM significantly reduced the number of FPs and FNs, resulting in superior 
performance to ELM. 

Table 5. Performance Confusion Matrix R-ELM with SMOTE Algorithm 

Algorithm Evaluation Diabetes Heart Disease Breast Cancer 

Regularized ELM + SMOTE 

TP 89 72 43 

TN 61 51 68 

FP 38 18 3 

FN 12 2 0 

   

   
(a) (b) (c) 

Figure 10. Confusion Matrix and ROC Curve R-ELM + SMOTE Algorithm of (a) Pima Indian Diabetes, (b) 
Heart Disease, and (c) Breast Cancer 

On all three datasets, the R-ELM with SMOTE method performed exceptionally well. 
Using SMOTE, the model was able to greatly increase the number of TPs while 
decreasing the number of FPs and FNs. R-ELM with SMOTE performed best on the Heart 
Disease and Breast Cancer datasets, with the greatest TP count and the lowest FP and FN 
counts. In this research, the use of SMOTE to ELM or R-ELM can be an effective approach 
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in enhancing classification accuracy and lowering mistakes in data prediction for 
application instances requiring imbalanced data management. Even so, the proper 
method must be chosen in accordance with the features of the dataset and the 
requirements of certain applications. Another promising area for future exploration is 
the application of the R-ELM with SMOTE framework to real-world problems, such as 
medical imaging or fraud detection, where class imbalance is a common issue. Finally, 
the model's robustness could be tested using real-time data, and its scalability could be 
assessed for larger datasets in different industries. Developing methods to automate 
parameter selection, such as using hyperparameter optimization techniques (e.g., 
Bayesian optimization), could also significantly improve the model's adaptability and 
performance across various domains. 

CONCLUSIONS 

In all datasets, R-ELM with SMOTE, outperformed ELM and ELM with SMOTE with an 
impressive average accuracy gain of around 0.964. This underscores its consistent 
ability to significantly improve accuracy in overcoming the challenges of imbalanced 
data across three different biological datasets. Utilizing Quantile Transforms improves 
the symmetry and normality of the data, thus enhancing the model's ability to detect 
complex patterns and correlations among features and target labels. In particular, on the 
breast cancer dataset R-ELM with SMOTE proved to be a superior method and in a 
relatively fast time produced the highest number of True Positives while reducing False 
Positives and False Negatives. Its superiority in identifying minority classes places it as 
the preferred choice for applications that require reliable classification in skewed data 
scenarios. Expanding on the conclusion, our model emerges as a robust solution, 
particularly suitable for cases such as breast cancer analysis. Its consistently superior 
performance and ability to handle imbalanced biomedical datasets make it valuable for 
reliable classification, especially in critical scenarios like cancer detection. The 
incorporation of Quantile Transforms further refines its ability to discern patterns, 
contributing not only to the broader field of imbalanced multiclass classification but also 
highlighting its specific suitability for optimizing breast cancer diagnostic processes. 
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