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ABSTRACT  

Reversible self-dual code is a linear code which combine the properties from self-dual code and 
reversible code. Previous research shows that reversible self-dual codes have only been developed 
over field of order 2 and order 4. In this article, we construct reversible self-dual code over any 
finite field of order 𝑞, 𝐹𝑞  with natural number 𝑞 ≥ 2.  We first examine and prove some of 

fundamental properties of reversible self-dual code over 𝐹𝑞 . After a thorough analysis these, we 

obtain a new generator matrix of reversible self-dual code.  A new generator matrix is derived 
from existing self-dual and reversible self-dual code over 𝐹𝑞 . It will be shown that a new reversible 

self-dual over 𝐹𝑞 can be constructs from one and more existing code by specific algebraic methods. 

Furthermore, using this construction, we determine the minimum distance of reversible self-dual 
code and ensuring its optimal performance in various applications. 
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INTRODUCTION 

Coding theory is a branch of mathematics within the field of algebra. It was first 
introduced by Shannon in 1948 [1]. Coding theory employs concepts from linear algebra, 
specifically vector spaces, and combines them with concepts from algebraic structures 
such as rings, fields, and modules. In coding theory, message transmission and reception 
are performed using code. The code typically used is linear code. Linear code is a vector 
subspace over algebraic structures such as a finite field. Theoretical studies in linear code 
have advanced rapidly, one of them is dual code. Dual code is formed using the orthogonal 
complement of a linear code [2]. 

The relationship between dual code and linear code leads to the concept of self-
dual code. Self-dual code was first introduced by Golay  [3] in 1949. A self-dual code is a 
linear code in which each element is the same as the element of its dual code.  Related to 
error correction in message, self-dual code can be applied in cryptography and machine 
learning [4]. 

Conceptually, self-dual codes have been extensively studied. Bouyuklieva and 
Harada [5] constructed self-dual codes over 𝐹2. Then, Grassl and Gulliver [6]  studied self-
dual codes with optimal minimum distance. Subsequently, Grassl and Gulliver [7] further 
developed his previous research on self-dual codes over small fields. Park [8] classified 
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self-dual code. Shi et al. [9] examined self-dual code in connection with orthogonal 
matrices. In 2020, Sok [10] explicitly constructed self-dual code over 𝐹2. In 2021 Kim and 
Choi [11] constructed self-dual code over finite fields of order q, specifically  𝑞 ≡ 1 mod 4, 
using symmetric matrices and eigenvectors. Later in 2022, Choi and Kim [12] further 
generalized the construction of reversible self-dual code to any field of order 𝑞.  

Besides the concept of self-dual code, the concept of reversible code has also 
developed. Reversible code was first introduced by Massey in 1964 [13]. This research 
discussed the basic concept of reversible code in the context of cryptography and digital 
communication. A reversible code is one where every element's reverse is always present 
within the code.  In its development, some researchers have expanded the concept of 
reversible codes along with their applications. In 1995, Takishima et al. [14] showed that 
reversible code has good error correction capabilities and high transmission efficiency. 
Ngo et al. [15] used reversible code as a cipher to detect hardware Trojan horse virus 
attacks in 2013. In error correction code, reversible code enable error correction by 
allowing lossless information recovery, with techniques such as parity checking and 
Hamming codes effectively implemented in reversible circuits to improve communication 
reliability [16]. 

A code of length 2𝑛 with minimum distance 𝑑 can detect up to 𝑑 − 1 errors and 
correct up to ⌊(𝑑 − 1)/2⌋ errors.  According to singleton bound, if the code is self-dual, the 
code can detect 𝑛 errors and correct a maximum of ⌊𝑛/2⌋ errors. Then, if the code is 
reversible, the code can detect 2𝑛 errors and correct 𝑛 errors [2]. Since self-dual codes 
and reversible codes have strong error correction capabilities and can be applied across 
various areas, some researchers have investigated the properties and construction of self-
dual and reversible code. In 2020, Kim et al. [17] explored reversible properties in self-
dual code and introduced the concept of reversible self-dual code. This code is a self-dual 
code with reversible properties. Subsequently, reversible self-dual code was constructed 
using the concepts of persymmetric matrices. Later in 2021, Kim et al. [18] designed code 
over finite field of order 4. 

Based on the analysis of the articles by Kim et al. [17] and [18] regarding the 
construction of reversible self-dual code, the properties provided cannot be applied to 
arbitrary finite fields. These properties only apply to code over fields of order two and 
four. However, according to Choi and Kim [11] and [12], self-dual code can be constructed 
from any finite field. Therefore, in this paper, the properties of reversible self-dual code 
over finite fields will be developed. These properties will be used to construct reversible 
self-dual code over finite fields. There are four sections in this article. In the second 
section, we provide a literature review and describe the research methodology. In the 
third section, we present results on the properties of reversible self-dual code over 𝐹𝑞 and 

construct a new reversible self-dual code over 𝐹𝑞 . The final section concludes the article. 

 

METHODS  

In this work, we study some relevant literature literatures. We first describe some 
terms in coding theory. Let 𝑛 and 𝑞 ≥ 2 be natural number. A linear code 𝐶 of length 𝑛 and 
dimension 𝑘 over finite field 𝐹𝑞 is a subspace of 𝐹𝑞

𝑛. An element of 𝐶 is called a codeword. 

Let 𝐱 = (𝑥1,𝑥2, ⋯ , 𝑥𝑛) and 𝐲 = (𝑦1, 𝑦2, ⋯ , 𝑦𝑛) are vectors in 𝐹𝑞
𝑛, we define inner product 

𝐱 ∙ 𝐲 =  ∑ 𝑥𝑗𝑦𝑗
𝑛
𝑗=0  .  A dual code of 𝐶 is defined by  

𝐶⊥ = { 𝐱 ∈  𝐹𝑞
𝑛 | 𝐱 ∙ 𝐜 = 0 for all 𝐜 ∈  𝐶 }. 

Code 𝐶 is called self-dual if 𝐶 = 𝐶⊥.   
The weight of a codeword 𝐜 is the count of non-zero symbols in the codeword, 
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represented as 𝑤𝑡(𝐜). The Hamming distance between two codewords 𝐱 and y defined as 
𝑑(𝐱 ∙ 𝐲) = 𝑤𝑡(𝐱 − 𝐲). The minimum distance of a code, denoted as 𝑑(𝐶) is the smallest 
Hamming distance between any two distinct codewords in 𝐶. For a linear code 𝐶 over  
𝐹𝑞 with length 𝑛, dimension  𝑘, and minimum distance 𝑑, the code is referred to as an 
[𝑛, 𝑘, 𝑑]𝑞 code.  A linear code with minimum distance 𝑑 can detect up to  𝑑 − 1 errors and 

correct up to ⌊(𝑑 − 1)/2⌋ errors. 
 A generator matrix for a linear code 𝐶 is a matrix where a basis for 𝐶 is formed by 
its rows. Therefore, each set of rows of the matrix 𝐺is linearly independent and spans 𝐶. 
Linear code 𝐶 of length 𝑛 and dimension 𝑘 with generator matrix 𝐺 which can be stated 
as 𝐶 = {𝐰𝐺 |𝐰 ∈ 𝐹𝑞

𝑘}. 

 The standard generator matrix of  [𝑛, 𝑘, 𝑑]𝑞 code is defined by, 𝐺 = (𝐼𝑛|𝐴), with 

𝐺 is a matrix of size 𝑘 × 𝑛 and 𝐼𝑛 is the identity matrix of size 𝑛 × 𝑛. The following theorem 
describes the properties of a generator matrix of a self-dual code. 
Theorem 1 [1] Let 𝐺 = (𝐼𝑛|𝐴) is generator standar of linear code 𝐶 over 𝐹𝑞 . If 𝐶 is self-

dual code then 𝐴𝐴𝑇 = −𝐼𝑛. 
Next, we introduce the definition of reversible code and reversible self-dual code. 

Definition 1 [18] Let 𝐶 be a code with length 𝑛 digit. A code 𝐶 is said be reversible code if 
for all 𝐜 = (𝑐1, 𝑐2, … , 𝑐𝑛−1, 𝑐𝑛) ∈ 𝐶  there is  𝐜r = (𝑐𝑛, 𝑐𝑛−1, … , 𝑐2, 𝑐1) ∈ 𝐶. 
Definition 2 [21] A self-dual code 𝐶 is said be a reversible self-dual code if  𝐶 is reversible 
code. 

In the study by Kim et al. [21], a reversible self-dual code over 𝐹2 was constructed 
using the concepts of flip transpose matrix, reverse column matrix, and persymmetric 
matrix. Let 𝐵 = (𝑏𝑖,𝑗 )𝑝 ×𝑞, then flip transpose of matrix 𝐵 is 𝐵𝐹 = (𝑏𝑞−𝑗+1,𝑝−𝑖+1 )𝑞 ×𝑝 and   

𝐵𝑟 = (𝑏𝑝,𝑞−𝑗+1 )𝑝×𝑞 is the column reversed matrix of 𝐵. If 𝐵 = 𝐵𝐹 , then 𝐵 is a 

persymmetric matrix.   Let 𝐶 and 𝐷 be square matrix of size 𝑛 × 𝑛, 𝐼𝑛 be the identity matrix 
of size 𝑛 × 𝑛, and 𝐼𝑛

𝑟 be coloumn reversed matrix of 𝐼𝑛. The subsequent properties are 
straightforward. 

(𝐶𝐹)𝐹 = 𝐶,    (𝐶 + 𝐷)𝐹 = 𝐶𝐹 +𝐷𝐹 ,   (𝐶𝑇)𝐹 = (𝐶𝐹)𝑇,   (𝐶𝐷)𝐹 = 𝐷𝐹𝐶𝐹 , 
(𝐼𝑛
𝑟)𝑇  = (𝐼𝑛

𝑟)𝐹 = 𝐼𝑛
𝑟 ,  (𝐼𝑛

𝑟)2 = 𝐼𝑛,  𝐶
𝑟 = 𝐶𝐼𝑛

𝑟 and  𝐶𝐹 = 𝐼𝑛
𝑟𝐶𝑇𝐼𝑛

𝑟 . 
Kim et al. [21] and [22] proved that a self-dual code over 𝐹2 and 𝐹4 with generator 

matrix 𝐺 = (𝐼|𝐴) is said to be reversible if the matrix 𝐴 is a persymmetric matrix. By 
analogical related concepts from [21] and [22], the research methodology is given as 
follows:  

i. Investigating some properties of a generator matrix of a self-dual code over 𝐹𝑞 that 

are reversible. 
ii. Analysing the construction of a new reversible self-dual code over 𝐹𝑞 using known 

self-dual codes reversible self-dual codes in the form of a standard (non-standard) 
generator matrix. 

iii. Determining the minimum distance of the generated code. 
iv. Generating a new generator matrix of reversible self-dual code over 𝐹𝑞 and 

finding the minimum distance of the code. 

v. Form some theorems and give relevant examples with the proofs. 
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RESULTS AND DISCUSSION  

In this section, the properties of reversible self-dual codes over 𝐹𝑞 are provided. 

Next, the code will be constructed based on these properties. Consider a self-dual code 𝐶 
with length 𝑛 over the field 𝐹𝑞 . Let the generator matrix of the code 𝐶 be given as                    

𝐺 = (𝐼𝑛|𝐴). Therefore, the following properties will result. 
 

Theorem 2 Let 𝐶 be a self-dual code over  𝐹𝑞 length 𝑛 with standard generator matrix 

(𝐼𝑛 | 𝐴). The code 𝐶 is reversible if and only if 𝐴 = −𝐴𝐹 . 
Proof.  

Let 𝐶 be a self-dual code over 𝐹𝑞. Suppose that 𝐶 is a reversible code, then the column reversed 

matrix of 𝐺,  
𝐺𝑟 = (𝐴𝑟 |𝐼𝑛

𝑟)  
also generates the code 𝐶. Since 𝐶 is self-dual, 𝐴𝐴𝑇 = −𝐼𝑛. Thus, 𝐴 and 𝐴𝑟 are non-singular. 
Consider the matrix below, 

  −(𝐴𝑟)−1𝐺𝑟   = ((𝐴𝑟)−1𝐴𝑟 |(𝐴𝑟)−1 𝐼𝑛
𝑟 )  = (𝐼𝑛|(𝐴

𝑟)−1 𝐼𝑛
𝑟). 

The matrix−(𝐴𝑟)−1𝐺𝑟  and 𝐺 become the same standard generator matrix for 𝐶 if 
𝐴 = (𝐴𝑟)−1 𝐼𝑛

𝑟. 
Thus 𝐴 = (𝐴𝑟)−1 𝐼𝑛

𝑟 ⇔ 𝐴 = −𝐼𝑛
𝑟𝐴𝑇𝐼𝑛

𝑟  ⇔ 𝐴 = −𝐴𝐹 . The reverse case can be shown 
in the same way.                                                                                                                                        ∎ 
 Then, we study the existence of reversible self-dual code over 𝐹𝑞 by Theorem 2. 

Lemma 1 For any self-dual code 𝐶  with length 2 over a field 𝐹𝑞 whose its characteristic 

not equal to 2, the code 𝐶 is not a reversible self-dual code. 
Proof.  
Assume that the code  𝐶 is a reversible self-dual code. Let 𝐺 = (𝑎 𝑏) with 𝑎, 𝑏 ∈ 𝐹𝑞  be a 

generator matrix of code 𝐶. Because 𝐶 is reversible self-dual, we have 𝐺𝐺𝑇 = 𝑂 and  
𝐺𝑟𝐺𝑇 = 𝑂. Since the rows of matrix 𝐺 are linearly independent, the values of 𝑎 and 
𝑏 cannot both be zero. Consider 𝐺𝐺𝑇 = 𝑂 and  𝐺𝑟𝐺𝑇 = 𝑂, which yield 𝑏𝑎. 𝑏𝑎 equal to zero 
if one of them is zero. Assume 𝑎 is zero. However, if 𝑎 = 0, then the 𝐺𝐺𝑇  =  𝑏2,  and 𝑏2 ≠
0, because 𝑏2 ≠ 0, 𝑏 ≠ 0. Therefore, code 𝐶 is not a reversible self-dual code.                    ∎ 

Based on Lemma 1, there is no reversible self-dual code of length 2 over the field 
𝐹𝑞 . Next, the general form of a generator matrix for a reversible self-dual code of length 4 

we present. 
Lemma 2 Given the matrix ( 𝐼2 ∣∣  𝑀) where the matrix 𝑀 of size 2 × 2 over the field 𝐹𝑞 as 

follows: 

𝑀 = (
𝑏 0
0 −𝑏

) 

The matrix (𝐼2|𝑀) is the standard generator matrix of a reversible self-dual code of length 
2, if 𝑏2 = −1 ∈ 𝐹𝑞 . 

Proof. 
Suppose 𝑏2 = −1 ∈ 𝐹𝑞 . Consider that, 

𝑀𝑀𝑇 = (𝑏
2 0
0 𝑏2

) = (
−1 0
0 −1

) = −𝐼2, 

                                              𝑀𝐹 =  (
−𝑏 0
0 𝑏

) = −𝑀. 

Since 𝑀𝑀𝑇 = −𝐼2  and  𝑀𝐹 = −𝑀, by Theorem 2, the matrix ( 𝐼2 ∣∣  𝑀)  is the standard 
generator matrix of a reversible self-dual code.                                                                              ∎ 
 Following the construction results in Lemma 2, the message generating the 
reversed codeword can be determined. Additionally, the code parameters of the 
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generated code can be found. For more details, see Corollary 1 below. 
Corollary 1. Let C be a reversible self-dual code of length 4 over field 𝐹𝑞 . If the generator 

matrix of  𝐶 as described in Lemma 2, then the minimum distance of 𝐶 is 2. Furthermore, 
the code 𝐶 is a code with parameters [4,2,2]𝑞 . 

Example 1. Given linear code 𝐶 of length 4 over 𝐹5. Code C has the following generator 
matrix,  

𝐺 = (
1 0 3 0
0 1 0 2

) = (𝐼2 |𝐴 ).  

 

Consider that, 𝐴𝐴𝑇 = (
3 0
0 2

) (
3 0
0 2

) = (
−1 0
0 −1

) = −𝐼2,  and 𝐴𝐹 = (
2 0
0 3

) = −𝐴𝐹 .  

Then, code 𝐶 is reversible self-dual code over 𝐹5 by Theorem 2. If the minimum distance 
of 𝐶 is determined, then 𝑑(𝐶) = 2. This is in accordance with Corollary 1. 

The structure of the generator matrix for the shortest reversible self-dual code 
over 𝐹𝑞 is established based on Lemma 2. Next, a larger reversible self-dual code over 𝐹𝑞 

will be constructed. We build a reversible self-dual code over 𝐹𝑞 from one known self-dual 

(reversible self-dual) code. 
Theorem 3. Let 𝐶1 be a self-dual code of length 2𝑛 over 𝐹𝑞 . If 𝐺1 is the generator matrix of 

code 𝐶1 and 𝛼 ≠ 0 ∈ 𝐹𝑞 , then there exists a reversible self-dual code 𝐶2 of length 4𝑛 over 

𝐹𝑞 . The generator matrix of code 𝐶2 is 

 
with 𝑂 is zero matrix of size 𝑛 × 2𝑛. Furthermore, 𝑑(𝐶2) = 𝑑(𝐶1). 
Proof. 
Consider that, 𝐺2𝐺2

𝑇 = 𝑂  and 𝐺2(𝐺2
𝑟)𝑇 = 𝑂. Thus, code 𝐶2 is a reversible self-dual code. 

Consequently, the minimum distance of code 𝐶2 is obtained when encoding the 
codewords from the vector,  

𝐱 = ( x1 x2 ⋯  xn ∣∣ 𝟎 ) = ( 𝐲 ∣∣ 𝟎 ) or 𝐱 = (𝟎|xn+1 xn+2 ⋯  x2n) = (𝟎 |𝐰) ∈ 𝐹𝑞
2𝑛 . 

Since 𝐲 and 𝐰 ∈ 𝐹𝑞
𝑛, the resulting codewords are either (𝐜 ∣ 𝟎)or (𝟎 ∣ 𝐜) with 𝐜 ∈ 𝐶1. 

Therefore, the Hamming weight of each codeword in 𝐶2 will be the same as in 𝐶1, because 
the remaining 𝑛 digits are zero. Thus, the minimum distance of 𝐶2 will be the same as the 
minimum distance of 𝐶1 in other words, 𝑑(𝐶2) = 𝑑(𝐶1).                                                            ∎ 
 According to Theorem 3, a reversible self-dual code with a length of 4𝑛 digits can 
be constructed from a self-dual code with a length of 2𝑛 digits. The minimum distance will 
be the same as that of the self-dual code used for the construction. An example of this 
construction is provided below. 
Example 2. Let 𝐶1 be a self-dual code−[4,2,3]3 with a generator matrix, 

𝐺1 = (
1 1 2 0
0 1 1 2

).   

From the code 𝐶1, a new reversible self-dual code−[8,4,3]3 can be constructed as in 
Theorem 3. If 𝑎 = 2 ∈ 𝐹3 is chosen, the generator matrix of the code−[8,4,3]3 is as follows 

 
 In Theorem 3, a reversible self-dual code of length 4𝑛 has been generated in the 
form of an arbitrary generator matrix. Next, we study the construction of a reversible self-
dual code in standard form. 
Theorem 4.  Let 𝐶1 be a self-dual code of length 2𝑛 over 𝐹𝑞 . If 𝐺1 = (𝐼𝑛|𝐴) is a generator 
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matrix of 𝐶1 then, 

 
Is a generator matrix of reversible self-dual code 𝐶2 of length 4𝑛 and 𝑑(𝐶1) = 𝑑(𝐶2). 
 
Proof. It is known that 𝐺1 = (𝐼𝑛  |𝐴) serves as a generator matrix for a self-dual code 𝐶1. 

Let    𝐵 = (
𝐴 𝑂
𝑂 −𝐴𝐹

). We prove that 𝐺2 = (𝐼2𝑛|𝐵) is a generator matrix of a reversible self-

dual code 𝐶2 of length 4𝑛. Consider that, 

 
and 

 
Then, by Theorem 1 and 2 the constructed code is a reversible self-dual code 𝐶2 of 

length 4𝑛 over the field 𝐹𝑞 . To show the minimum distance of the code 𝐶2 is equal to 𝐶1, 

the steps are the same as in Theorem 3.                                                                                           ∎ 
Example 3. Let 𝐺1 be a generator matrix of self-dual code 𝐶1 of length 4 over 𝐹3 where 
𝑑(𝐶1) = 3 .  

 
Then,  

 
generates a reversible self-dual code 𝐶2 of length 8 over 𝐹3. If the minimum distance of 𝐶2 
is computed, 𝑑(𝐶2) = 3. Therefore, 𝑑(𝐶2) = 𝑑(𝐶1).  

A reversible self-dual code of length 4n has been constructed using a self-dual code 
as described in Theorem 3 and 4. In the next theorem, we construct a code from a 
reversible self-dual code. 
Theorem 𝟓. If (𝐼𝑛  |𝐴) is a generator matrix of a reversible self-dual code 𝐶1 of length 2n 
over field 𝐹𝑞 , then  

 
generates a reversible self-dual code 𝐶2 of length 4𝑛. The minimum distance of the code 
is equal to 𝑑(𝐶1). 
Proof. 
Let  

. 
Since (𝐼𝑛  |𝐴) is the generator matrix of a reversible self-dual code of length 2n over field 
𝐹𝑞 .  by Theorem 2 we get 𝐴 = −𝐴𝐹 , hence 𝑀 = −𝑀𝐹 .  Thus, we compute that  𝑀𝑀𝑇 = −𝐼2𝑛. 

Based on Theorem 2, 𝐺 generates a reversible self-dual code of length 4𝑛.  The method 
for finding the minimum distance is similar to their proof in Theorem 3.                                ∎                                                                                                                                                

If we construct a reversible self-dual code with a greater length, Theorem 5 can be 
extended into Corollary 2. 
Corollary 2.  If (𝐼𝑛|𝐴) is a generator matrix of a reversible self-dual code over the field 𝐹𝑞 
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with length 2𝑛, then 
𝐺 = (𝐼𝑘𝑛 |𝑀) 

represents a generator matrix of size 𝑘𝑛 × 2𝑘𝑛, where 𝑀 is a block diagonal matrix with 
diagonal entries consisting of the matrix 𝐴 repeated 𝑘 times. The matrix 𝑀 can be 
expressed as 

𝑀 = 𝐴 ⨁𝐴⨁𝐴… . .⨁𝐴⏟          
𝑘 𝑡𝑖𝑚𝑒𝑠

 

Furthermore, when multiplying an element in 𝐹𝑞 (satisfies certain conditions) by 

the matrix 𝐴 in the Theorem 5, we obtain a new construction of reversible self-dual code. 
Corollary 3. Let  (𝐼𝑛|𝐴)  be a generator matrix of a reversible self-dual code over a field 
𝐹𝑞 of length 2𝑛 and 𝑏2 = 1 ∈ 𝐹𝑞 . Then 

 
is a generator of a reversible self-dual code of length 4𝑛.  
  We give an example of how to construct a reversible self-dual code of length 8 
from reversible self-dual code of length 4 according in corollary 3 as follow.  
Example 4. Assume 𝐶 is a reversible self-dual code over the field 𝐹5. The generator matrix 
of the code 𝐶 is as follows. 

 
We can construct a reversible self-dual code 𝐶1 of length 8 as in Corollary 3 by taking              
𝑏 = 4 ∈ 𝐹5 which satisfies  𝑏2 = 1 ∈ 𝐹5. The generator matrix of the code is as follows. 

 
Moreover, we develop a new reversible self-dual code over the field 𝐹𝑞 using 

known two self-dual codes and reversible self-dual codes.  
Theorem 6. Let 𝐺1 and 𝐺2 be the generator matrix of self-dual codes of lengths 2𝑚 and 
2𝑛, respectively 𝐶1and 𝐶2, over a field 𝐹𝑞 . The matrix 𝐺 below represents the generator 

matrix of a reversible self-dual code 𝐶3 of length 4𝑚 + 4𝑛. 

 
The minimum distance of the code constructed by the matrix 𝐺 is min{𝑑(𝐶1), 𝑑(𝐶2)}. 
Proof.  
Consider that,  

 
and 

 
Then, the code generated by the matrix 𝐺3 is a reversible self-dual code.  The code 𝐶3 can 
be generated from the encoding function as follows. 
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𝐸 ∶ 𝐹𝑞
2𝑚+2𝑛 → 𝐹𝑞

4𝑚+4𝑛.                                                                                                                                     

𝐸(𝐱) = 𝐱𝐺3 
According to 𝐺3, the minimum distance of the code 𝐶3 is obtained from the following 4 
cases of vector 𝐱 ∈ 𝐹𝑞

2𝑚+2𝑛. 

Case 1: if 𝐱 = ( x1x2 ⋯  xm ∣∣ 𝟎 ), we get codeword 𝐜 = ((x1x2⋯xm)𝐺1|𝟎) = (𝐲|𝟎) ∈ 𝐶3. 

Note that for (x1x2⋯xm) can be represented as element in 𝐹𝑞
𝑚, then 𝐲 ∈ 𝐶1. Since  the 

remaining  2𝑚 + 4𝑛 digits of 𝐜 are zero, then the Hamming weight of 𝐜 ∈ 𝐶3 is equal as 
𝐲 ∈ 𝐶1. Therefore, the minimum distance of 𝐶3 is equal to 𝐶1. 
Case 2: if 𝐱 = (𝟎|xm+1x𝑚+2⋯x2m|𝟎), we get codeword  

𝐜 = (𝟎|(xm+1xm+2⋯x2m)𝐺1
𝑟|𝟎) = (𝐲|𝟎) ∈ 𝐶3. 

Similar in case 1,  (xm+1xm+2⋯x2m) also can be represented as element in 𝐹𝑞
𝑚,  then        

 𝐲 ∈ 𝐶1. Therefore, as in the first case, we obtain 𝑑(𝐶3) = 𝑑(𝐶1). 
Case 3: if 𝐱 = (𝟎|x2𝑚+1x2𝑚+2⋯x2𝑚+𝑛|𝟎), we get codeword  

𝐜 = (𝟎|(x𝟐𝒎+𝟏x2𝑚+2⋯x2𝑚+𝑛)𝐺2|𝟎) = (𝟎|𝐰|𝟎) ∈ 𝐶3.   
Note that for (x2m+1x2m+2⋯x2m+n) can be represented as element in 𝐹𝑞

𝑛,  then 𝐰 ∈ 𝐶2. 

Since the last 2𝑛 + 4𝑚 digits of 𝐜 have zero values, the Hamming weight of 𝐜 ∈ C3 is        
 𝐰 ∈ 𝐶2. Thus, 𝑑(𝐶3) = 𝑑(𝐶2). 
Case 4: if 𝐱 = (𝟎|x2𝑚+𝑛+1x2𝑚+𝑛+2⋯x2𝑚+2𝑛), we get codeword  

𝐜 = (𝟎|(x2𝑚+𝑛+1x2𝑚+𝑛+2⋯x2𝑚+2𝑛)𝐺2
𝑟) = (𝟎|𝐰) ∈ 𝐶3.   

Note that for (x2m+1x2m+2⋯x2𝑚+2𝑛), also can be represented as element in 𝐹𝑞
𝑛, then       

𝐰 ∈ 𝐶2. Similar in case 3, we get 𝑑(𝐶3) = 𝑑(𝐶2). 
Based on the four cases, it is obtained that 𝑑(𝐶3) = min{ 𝑑(𝐶1), 𝑑(𝐶2)}.                                  ∎                                                                                                                                         
 Theorem 6 establishes that the minimum distance of code 𝐶3, which is generated 
from 𝐶1 and 𝐶2, is equal to the minimum of 𝑑(𝐶1) and 𝑑(𝐶2). Therefore,  𝐶3 can correct 

𝑡 = ⌊
min{𝑑(𝐶1 ),𝑑(𝐶2)}−1

2
⌋ errors.  For further illustration, see the following example. 

Example 5. Let 𝐶1 be a code-[2,1,2]5  and 𝐶2  code-[4,2,4]5, each of which is self-dual 
These codes each have generator matrix 𝐺1 and 𝐺2 as 

𝐺1 = (4 2)    𝐺2 = (
4 2 1 3
1 3 4 2

). 

Thus, a reversible self-dual code 𝐶3 is constructed as in Theorem 5.  The generator matrix 
of 𝐶3 as follows.  

 
Additionally, 𝐶3 is a code−[12,6,2]5. 

Theorem 7. Let 𝐺1 = (𝑃 |𝑄)𝑚×2𝑚 and 𝐺2 = (𝑅|𝑆)𝑛×2𝑛 are generator matrix of a 
reversible self-dual codes with lengths 2𝑚 and 2𝑛 over 𝐹𝑞 , respectively. The following 

generator matrix constructs a reversible self-dual code 𝐶3 with length 2𝑚 + 2𝑛. 

 

The minimum distance of the code constructed by the matrix is min{𝑑(𝐶1), 𝑑(𝐶2)}.  
Proof.  
Consider that, 
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Hence, the code 𝐶3 is a reversible self-dual code of length 2𝑚 + 2𝑛. The code 𝐶3 can be expressed 
as 𝐶3 = {𝐱𝐺3|𝐱 ∈ 𝐹𝑞

𝑚+𝑛}. According to 𝐺3, the minimum distance of 𝐶3 can be obtained if 

𝐱 = ( x1 x2 ⋯  xm ∣∣ 𝟎 ) = ( x1 x2 ⋯  xm ∣∣ 𝟎 ) or 𝐱 = (𝟎|xm+1 xm+2 ⋯  xm+n). 
The resulting codewords are  
𝐜 = ((x1 x2 ⋯  xm)𝑃|𝟎|(x1 x2 ⋯  xm)𝑄 ) or 𝐜 = (𝟎|(xm+1 xm+2 ⋯  xm+n)R|(xm+1 xm+2 ⋯  xm+n)S|𝟎). 
Note that for (x1 x2 ⋯  xm) and (xm+1 xm+2 ⋯  xm+n) can each be represented as 
elements of 𝐹𝑞

𝑚 and 𝐹𝑞
𝑚, respectively. Then, (x1 x2 ⋯  xm)𝑃|(x1 x2 ⋯  xm)𝑄 ∈ 𝐶1  and 

(xm+1 xm+2 ⋯  xm+n)R|(xm+1 xm+2 ⋯  xm+n)S ∈ 𝐶2. Since the remaining 2𝑚 digits or 2𝑛 
digits are zero, then the Hamming weight of each codeword in the code is equal to the 
Hamming weight in 𝐶1 or 𝐶2, the minimum distance of the code is min{𝑑(𝐶1), 𝑑(𝐶2)}.     ∎ 

In contrast to Theorem 6, in Theorem 7, the new reversible self-dual code that is 
constructed has a shorter digit length. Moreover, the code is constructed by combining 
partitions of each digit from the previous code. 
Example 6. Given reversible self-dual codes 𝐶1 and 𝐶2 of length 4 and 8 over the field 𝐹5 
with the following generator matrix. 

 

The minimum distance of each code is equal to 2. Thus, the new reversible self-dual code 
of length 12 has the following generator matrix, 

 

The minimum distance of the code is equal to 2. 

CONCLUSIONS 

Based on the results, it can be concluded that the reversible self-dual codes over the field 
𝐹𝑞 with characteristic no equal to 2 exists if their length is greater than or equal 4. 

Additionally, a new reversible self-dual code can be constructed from either self-dual 
codes or reversible self-dual codes. Finally, the minimum distance of the constructed code 
is related to the distance of previous generated codes. In this article, the application of the 
constructed codes and the error correction algorithms has not yet been provided. 
Therefore, future research can focus on developing their applications and the error 
correction algorithms. 
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