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ABSTRACT  

Structural Equation Modeling (SEM) integrates variable relationships and indicator models 
simultaneously. Not all latent variables are metric, often mixing metric and non-metric scales, a 
topic seldom explored. This study aims to determine the performance of Spearman Rank 
Correlation Principal Component Analysis (PCA) in SEM with mixed-scale indicators in a mixed 
measurement model (formative and reflective). Applied to a case study on Fertilizer Repurchase 
Decisions with 250 research samples, Spearman Rank Correlation PCA was used for mixed-scale 
formative models and Confirmatory Factor Analysis (CFA) for reflective models. The results 
showed that Spearman Rank Correlation PCA have good performance, capturing 78.62% of the 
variance for mixed scale indicators and the SEM model confirmed significant relationships among 
variables with a coefficient of determination is 80%. The results demonstrate the flexibility of SEM 
in handling the complexity of mixed-scale data without sacrificing estimation accuracy and 
providing insight into customer behavior in making fertilizer repurchase decisions 
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INTRODUCTION 

Structural Equation Modeling (SEM) is statistical modeling that involves 
relationships between variables and also indicator models simultaneously [1]. SEM data 
analysis provides a comprehensive explanation of the study's variable relationships. For 
a set of distinct multiple regression equations calculated concurrently, SEM offers the 
most suitable and effective estimation method [2].  SEM is an analysis that uses latent 
variables, namely variables that cannot be measured directly (unobservable variables) so 
that they require indicators as measuring tools. In SEM, a set of linear relationships with 
multiple dependent variables can be estimated at the same time, and latent variable 
models can be specified to estimate the relationships between latent constructs and 
observed indicators [3]. Researchers can look at observations and theoretical ideas at the 
same time with SEM [4].The relationships between latent variables are described by the 
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structural model. On the other hand, the measurement model explains how latent 
variables and observed variables (indicators) relate to one another. 

There are two main types of measurement models: formative and reflective. 
Reflective measurement, which is based on factor analysis, requires a common factor 
because it is an indicator model that reflects variables. However, a common factor is not 
necessary for formative measurement; that is, the indicators are not connected with one 
another [5]. In formative measurement, indicators collectively define the latent variable, 
so Principal Component Analysis (PCA) is used to combine indicators into one or more 
principal components so that a linear combination is formed that can effectively represent 
the latent variable. 

Principal Component Analysis (PCA) is a technique for combining variables from 
multidimensional data into new variables, expressed as linear combinations of the 
original variables, while minimizing the loss of information from the original data set [6]. 
Conventional PCA, which uses Pearson correlation matrix in it, can only be used on metric-
scale indicators (interval and ratio). However, in practical scenarios, indicators can be 
non-metric (nominal and ordinal) or a mixture of metric and nonmetric [7]. So that 
Spearman rank correlation is used instead of Pearson correlation in the correlation matrix 
to overcome the limitations of using Principal Component Analysis [8]. Previous research 
shows that the use of Spearman Rank Correlation successfully maintains the nonlinear 
correlation structure between variables and is computationally more efficient. However, 
the gap studies on PCA Rank Spearman Correlation are still very limited, and no 
application has been found in Structural Equation Modeling. Therefore, this study aims to 
evaluate the performance of Spearman Rank Correlation PCA in Structural Equation 
Modeling applied to Fertilizer Repurchase Decision modeling, which involves mixed 
scaled indicators (metric and non-metric) and mixed measurement models (formative 
and reflective) in it. 

In a business, retaining customers is essential to ensure they continue to purchase 
products in the future. This also applies to PT. X, a company engaged in selling fertilizers, 
it is important to pay attention to its customers (farmers) in making Fertilizer repurchase 
decisions. This encourages PT. X to understand the characteristics of farmers in both 
external and internal aspects. External aspects include Farmer Demographics, while 
internal aspects include Customer Satisfaction and Engagement. Customer satisfaction 
acts as a key measure of the quality delivered to customers through the product or service 
and the accompanying support provided. [9]. Customer Engagement refers to emotional 
attachment that a customer experience during the repeated and ongoing interactions 
[10]. With these dynamics, the interaction between Farmer Demographics, Customer 
Satisfaction, and Customer Engagement is considered an important determining factor in 
understanding Fertilizer Repurchase Decisions, making it interesting to study.  

This research was conducted to evaluate the performance of Spearman Rank 
Correlation PCA on Structural Equation Modeling in Fertilizer Repurchase Decision Case. 
This study focuses on a mixed-scale indicator model, it emphasizes a more flexible 
approach that integrates both metric and non-metric data, which is often found in real-
world scenarios. By evaluating the performance of Spearman Rank Correlation PCA, 
particularly within a formative measurement model, this study not only addresses a gap 
in the literature but also provides new insights into the practical application of SEM with 
mixed-scale data.   
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METHODS  

Data  

This study is a quantitative research that utilizes secondary data collected through 
questionnaires. The research focuses on farmers as the customers of PT. X fertilizer, with 
a sample size of 250 respondents. The research model is as follows: 
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Farmer 

Demographics 

(X2)

Customer 

Engagement (Y1)

Repurchase 

Decision (Y2)

X14

X21

X22
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X11
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Y24

 

Gambar 1. Research Model 

Tables 1 and 2 display the variables and indicators that were employed. 

Tabel 1. Research Variables and Indicators 
Variables Measurement 

Model 
Indicator Scale 

Customer satisfaction 
(X1) 
 

Reflective General Satisfaction (X11) Interval 

Customer Complaints Handling (X12) 

Satisfaction of Service Received (X13) 

Customer Rating (X14) 

Farmer Demographics 
(X2) 

Formative Farmer Age (X21) Ratio 

Farmer's Last Education (X22) Ordinal 

Family Income Level (X23) Ordinal 

Customer Engagement 
(Y1) 

Reflective Conscious Attention (Y11) Interval 

Focused Participation (Y12) 

Social Connection (Y13) 

Repurchase Decision 
(Y2) 

Formative Purchase Incentives (Y21) Interval 

Time from Purchase to Goods Received (Y22) 

Seller Response Speed (Y23) 

Transaction System (Y24) 

 
The Farmer Demographic Variable (X2) is a mixed data scale variable because 

there are 2 data scales at once in one variable, namely the ratio and ordinal scales which 
can be detailed in Table 2. 

Tabel 1. Research Variables for Principal Component Analysis 
Variables Indicator Observation Data (Score) 

Farmer Demographics 
(X2) 

Farmer Age (X21) Year 
No School (1) 
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Farmer's Last Education 
(X22) 

Elementary School (2) 
 Junior High School (3) 

High School (4) 
Lecture (5) 

Family Income Level (X23) < 𝑅𝑝500,000per month(1) 
𝑅𝑝500,000 − 𝑅𝑝1,000,000 per month (2) 
𝑅𝑝1,000,001 − 𝑅𝑝3,000,000 per month (3) 
𝑅𝑝3,000,001 − 𝑅𝑝10,000,000 per month (4) 
𝑅𝑝10,000,000 − 𝑅𝑝30,000,001 per month (5) 

 
Spearman Rank Correlation PCA 

Principal Component Analysis (PCA) is a statistical method that applies an 
orthogonal transformation to convert a dataset of potentially correlated variables into a 
new set of linearly uncorrelated variables known as principal components [11]. PCA 
reduces the dimensions of a dataset while preserving as much of its statistical variability 
as possible [12]. This is achieved by computing eigenvectors and eigenvalues from the 
covariance or correlation matrix of the input data. Through this process, PCA performs a 
linear transformation, converting the high-dimensional input vector into a lower-
dimensional representation with uncorrelated components [13]. Spearman rank 
correlation PCA is a PCA by using a Spearman rank correlation matrix instead of the 
conventional Pearson correlation matrix as its input. Like PCA in general, Spearman rank 
correlation PCA is used to acquire data representing latent variables, namely in the form 
of principal component scores. Spearman rank correlation coefficient using equation (1). 

                                                                  𝑟𝑠𝑗 = 1 −
6 ∑ 𝑑𝑖

2𝑁
𝑖=1

𝑁3 − 𝑁
                                                           (1) 

The following is the correlation matrix which can be seen in equation (2) 

𝑹 = [

1 𝑟12 ⋯ 𝑟1𝑚

𝑟21 1 ⋯ 𝑟2𝑚

⋮
𝑟𝑚1

⋮
𝑟𝑚2

⋱
⋯

⋮
1

]                                                      (2) 

information:  

𝑟𝑠𝑗  : correlation value between indicators in the same variable 
𝑹 : sample correlation matrix 

 

Confirmatory Factor Analysis (CFA) 

Confirmatory Factor Analysis (CFA) is a statistical method used to assess the 
measurement of latent variables by modeling their relationships with observed indicators 
believed to represent them [14]. CFA assesses whether the empirical evidence supports 
an imagined link between manifest indicators and latent components [15]. Latent 
variables, are those that are not directly measurable but can be constructed and shaped 
by factor loadings on the observable indicators [2]. Reflective models, also known as 
confirmatory factor models, use confirmatory factor analysis to extract latent variable 
data in the form of factor scores. 

 
Ramsey’s RESET Test 

The relationship between independent and dependent variables must be linear, 
according to the linear regression assumption of linear relationships [16]. Ramsey first 
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proposed the Regression Specification Error verify, or RESET, in 1969 as a way to verify 
the linearity assumption. The steps to apply RESET are as follows [17]: 
 
Regress 𝑋1 on 𝑌𝑖. The equation of �̂�𝑖 as an endogenous variable in the model is presented 
in the form of equation (3). 

�̂�𝑖 = �̂�0 + �̂�1𝑋1𝑖                                                                       (3) 

Calculating the coefficient of determination according to equation (3) as 𝑅1
2 which is 

presented in the equation (4). 

𝑅1
2 = 1 −

∑ (𝑌𝑖 − �̂�𝑖)
2𝑛

𝑖=1

∑ (𝑌𝑖 − �̅�)2𝑛
𝑖=1

                                                           (4) 

Regress 𝑋1 on 𝑌𝑖 nd two additional predictor variables �̂�𝑖
2 and �̂�𝑖

3. Furthermore 𝑌𝑖
∗ as the 

response variable is presented in equation (5). 

𝑌𝑖
∗ = 𝛽0

∗ + 𝛽1
∗𝑋1𝑖 + 𝛽2�̂�𝑖

2 + 𝛽3�̂�𝑖
3 + 𝜀𝑖

∗                                           (5) 

Then, calculate �̂�𝑖
∗ as per the model in equation (6). 

�̂�𝑖
∗ = �̂�0

∗ + �̂�1
∗𝑋1𝑖 + �̂�

2
�̂�𝑖

2 + �̂�
3
�̂�𝑖

3                                                (6) 

Calculate the coefficient of determination according to equation (6) as 𝑅2
2 presented in 

equation (7). 

   𝑅2
2 = 1 −

∑ (𝑌𝑖 − �̂�𝑖
∗)

2𝑛
𝑖=1

∑ (𝑌𝑖 − �̅�)2𝑛
𝑖=1

                                                          (7) 

Testing the linearity between predictor variables and the response with the following 
hypothesis. 

𝐻0 ∶  𝛽2 = 𝛽3 = 0 

𝐻1 ∶  𝑡ℎ𝑒𝑟𝑒 𝑖𝑠 𝑎𝑡 𝑙𝑒𝑎𝑠𝑡 𝑜𝑛𝑒 𝛽𝑗 ≠ 0; 𝑗 = 2,3  

with test statistics following the F distribution according to equation (8). 

𝐹𝑣𝑎𝑙𝑢𝑒 =
(𝑅2

2 − 𝑅1
2)/𝑚

(1 − 𝑅2
2)/(𝑛 − 𝑘 − 1 − 𝑚)

~ 𝐹𝑚,𝑛−𝑘−1−𝑚                               (8) 

Information: 
n : number of observations 
k : the number of initial predictor variables 
m : number of additional predictor variables 
Drawing conclusions based on the results obtained with the criteria if the test statistic 
𝐹𝑣𝑎𝑙𝑢𝑒 > 𝐹(𝛼,𝑚,𝑛−𝑘−1−𝑚) or 𝑝 − 𝑣𝑎𝑙𝑢𝑒 > 𝛼 then Accept 𝐻0 means that the relationship 

between variables is linear.  

Analysis Steps 

The analysis methods used are Spearman Rank Correlation PCA and CFA in SEM. Data 
analysis in this study was carried out using the help of R Studio software. The analysis 
steps are as follows. 

1. Identifying data based on the nature of the indicators of the latent variables, 

namely formative for the Farmer Demographics variable (X2) and reflective for 
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Customer Satisfaction (X1), Customer Engagement (Y1), and Repurchase Decisions 

(Y2) 

2. Conducting Spearman Rank PCA on Variable Farmer Demographics (X2) and CFA 

on Variable Customer Satisfaction (X1), Customer Engagement (Y1), and 

Repurchase Decisions (Y2) 

3. Creating a Structural Equation Modeling path diagram. 

4. Convert path diagrams into systems of equations to form structural and 

measurement models. 

5. Checking the linearity assumption of the structural model of SEM analysis with 

Ramsey's RESET Test 

6. Estimating parameters using the PLS (Partial Least Square) method 

7. Conducting hypothesis testing 

8. Checking validity on structural models and measurement models 

9. Interpreting the results 

RESULTS AND DISCUSSION  

Spearman Rank Correlation PCA 

Variables that have indicators with mixed scales are analyzed using Spearman 
rank correlation PCA, is used to generate eigenvalues and component weights. Table 3 
displays the resultant eigenvalues. 

Table 3. Eigenvalues  Spearman Rank Correlation PCA 
Variables Dimensions/PC Eigenvalues Diversity 

Proportion 
Cumulative Percent 

Diversity 
Farmer 

Demographics 
(X2) 

1 2,4004 0.7862 0.7862 
2 0.5245 0.1718 0.9580 
3 0.1307 0.0428 1 

The first component, also known as PC1, which represents the latent variable under 
analysis, is the primary component that has the highest cumulative value of percent 
diversity on Table 3. In the X2 variable, the main component produced is able to store 
78.62% of the diversity of all indicators, while the remaining 21.38% is not stored 
(wasted). 

From the eigenvalues, the component weights will be obtained. Table 3 shows the 
results of the component weights of each indicator. The component weights show the 
relative contribution of each indicator to the formation of each main component. The 
resulting component weights are presented in Table 4. 

Table 4. Weights Spearman Rank Correlation PCA 
Variables Indicator Component weight 

Farmer Demographics 
(X2) 

Farmer Age (X21) 0.6354 
Farmer's Last Education (X22) 0.3482 
Family Income Level (X23) 0.6893 

Based on the weight of the main components of Spearman rank correlation, the 
indicator variable Demographic Farmers (X2) which has the greatest weight is the 
indicator of Farmer Income Level (X23) which means that the indicator of Farmer Income 
Level (X23) is the dominant indicator in shaping the Demographic Farmer Variable (X2). 
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Table 4 allows for the creation of a linear combination equation of the primary 
components, which yields a component score that serves as the Farmer Demographics 
variable's value (X2). 

X2 = 0.6354X2.1 + 0.3482X2.2 + 0.6893X2.3 
 

Confirmatory Factor Analysis 

Variables that have indicators with interval scales and are reflective are analyzed 
using Confirmatory Factor Analysis. Table 5 shows the results of the loading values of 
each indicator.  

Table 5. Confirmatory Factor Analysis Component Loadings 
Variables Indicator Loading P-Value 

Customer 
satisfaction (X1) 
 

General Satisfaction (X11) 0.635 <0.001 
Customer Complaints Handling (X12) 0.630 <0.001 
Satisfaction of Service Received (X13) 0.674 <0.001 
Customer Rating (X14) 0.888 <0.001 

Customer 
Engagement (Y1) 

Conscious Attention (Y11) 0.553 <0.001 
Focused Participation (Y12) 0.721 <0.001 
Social Connection (Y13) 0.418 <0.001 

Repurchase 
Decision (Y2) 

Purchase Incentives (Y21) 0.726 <0.001 
Time from Purchase to Goods Received (Y22) 0.927 <0.001 
Seller Response Speed (Y23) 0.568 <0.001 
Transaction System (Y24) 0.139 ns 0.608 

It is evident from Table 5 that in the Customer Satisfaction (X1), and Customer 
Engagement (Y1) variables, all indicators have a p-value smaller than 0.05 so that these 
indicators can reflect the Customer Satisfaction (X1), Customer Engagement (Y1) 
variables. Meanwhile, in the Repurchase Decision Variable (Y2) there is a Transaction 
System indicator (Y24) with a p-value> 0.05, which can be concluded that the Transaction 
System indicator does not reflect the Repurchase Decision variable so that the indicator 
does not need to be used in the analysis. Indicators that reflect the Repurchase Decision 
Variable (Y2) are Item Purchase Incentives (Y21), Purchase Time until Goods Received 
(Y22) and Seller Response Speed (Y23). 

According to the factor loading values, it can be seen that the most dominant indicator 
in reflecting the variable is the indicator with the highest outer loading value. The 
indicator that best reflects the Customer Satisfaction variable (X1) is Customer 
Assessment (X14) with a loading of 0.888. In the Customer Engagement variable (Y1), the 
most dominant indicator in reflecting the Customer Engagement Variable is Focused 
Participation (Y1) with a loading of 0.721. Meanwhile, the indicator of Purchase Time until 
Goods Received (Y22) is the most dominant indicator in reflecting the Repurchase 
Decision variable (Y2) with a loading of 0.927. 
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SEM Model Path Diagram 

The path diagram resulting from the design of the SEM Model can be seen in Figure 3. 
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Figure 2. SEM Path Diagram 

Information: 
𝑋𝑖  : exogenous latent variable to-i 
𝑌𝑔  : endogenous latent variable to-g 

𝑋𝑖𝑗  : exogenous variable to-i indicato r to-j 

𝑌𝑔𝑘  : endogenous variable to-g indicator to-k 

𝜆𝑥𝑖𝑗 : coefficient loading exogenous variable to-i indicator to-j 

𝜆𝑦𝑔𝑘 : coefficient loading endogenous variable to-g indicator to-k 

𝛽  : coefficient of influence of latent variables 
𝛿𝑋𝑖

  : error measurement on exogenous latent variables 

𝜀𝑌𝑔
  : error measurement on endogenous latent variables 

𝜁𝑔  : error g-model 
 

Based on the SEM model, an inner model or structural model is formed as follows: 

𝑌1𝑖 = 𝛽01 + 𝛽1𝑋1𝑖 + 𝛽1𝑋1𝑖 + 𝜁1𝑖                                                       (9) 

𝑌2𝑖 = 𝛽02 + 𝛽3𝑋1𝑖 + 𝛽4𝑋2𝑖 + 𝛽5𝑌1𝑖 + 𝜁2𝑖                                              (10) 

Which can be described in matrix form as follows: 
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Or it can be written in matrix notation, as in equation (11): 

𝒀2𝑛×1 = 𝑿2𝑛×7𝜷7×1 + 𝜻7𝑛×1                                                      (11) 

 
Results of Structural Model Linearity Assumption Test  

The assumptions in SEM analysis are only related to structural modeling, where 
the relationship between latent variables in the structural model is linear. Table 6 displays 
the outcomes of the linearity assumption test using Ramsey's RESET Test. 

Table 6. Linearity Test Results 
Variables P-value Connection 
X1 to Y1 0.6326 Linear 
X1 to Y2 0.9954 Linear 
X2 to Y1 0.7224 Linear 
X2 to Y2 0.8063 Linear 
Y1 to Y2 0.8932 Linear 

Table 6 shows that a p-value > α (5%) is produced by the link between latent 
variables, so it is decided that H0 is accepted and it is concluded that all relationships 
between latent variables in the fertilizer repurchase decision data are linear. 
 

Parameter Estimation and Hypothesis Testing of Structural Models 

Hypothesis testing of the structural model using the t-test. The results of the 
structural model hypothesis testing can be seen in Table 7. and Figure 3. below. 

Table 7. Results of Structural Model Hypothesis Testing 

Relationship Between 
Variables 

Path Coefficient p-value Information 

X1 to Y1 0.0625  0.043 Significant 

X2 toY1 0.2662 <0.001 Significant 
X1 to Y2 0.6879 <0.001 Significant 
X2 to Y2 0.0815 <0.001 Significant 
Y1 to Y2 0.1333 <0.001 Significant 
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Figure 3. Structural Model Hypothesis Testing 

Based on the inner model path coefficients, the function estimate is obtained through: 

𝑌1𝑖 = 𝛽01 + 𝛽1𝑋1𝑖 + 𝛽1𝑋1𝑖 + 𝜁1𝑖  

𝑌2𝑖 = 𝛽02 + 𝛽3𝑋1𝑖 + 𝛽4𝑋2𝑖 + 𝛽5𝑌1𝑖 + 𝜁2𝑖  

By performing standardization, the following equation is produced: 

𝑌𝑌1 = 𝛽1𝑍𝑋1 + 𝛽2𝑍𝑋2 + 𝜁1 

𝑌𝑌2 = 𝛽3𝑍𝑋1 + 𝛽4𝑍𝑋2 + 𝛽5𝑍𝑌1 + 𝜁2 

So the estimated function of the Fertilizer Repurchase Decision is: 

𝑍𝑌1
= 0.0625 𝑍𝑋1

+ 0.2662𝑍𝑋2
 

𝑍𝑌2
= 0.6879𝑍𝑋1

+ 0.0815𝑍𝑋2
+  0.1333𝑍𝑌1 

The relationship between Customer Satisfaction (X1) and Customer Engagement 
(Y1) is significant at the 5% significance level with a coefficient value of 0.1333. This 
indicates that the higher the level of customer satisfaction, which includes general 
satisfaction, customer complaint handling, service satisfaction, and customer assessment, 
the stronger the attachment felt by customers (farmers). That is, when customers are 
satisfied, they tend to have a stronger engagement to the product or service they use. The 
relationship between Customer Satisfaction (X1) and Repurchase Decision (Y2) is 
significant, with a coefficient of 0.0625. This shows that the level of customer satisfaction 
affects their decision to repurchase. This indicates that the higher the level of customer 
satisfaction which includes general satisfaction, customer complaint handling, service 
satisfaction, and customer assessment, the higher the likelihood of farmers to repurchase 
the fertilizer. Furthermore, the relationship between Farmer Demographics (X2) and 
Customer Engagement (Y1) is significant with a coefficient of 0.2662. This indicates that 
the demographic characteristics of farmers play an important role in increasing customer 
engagement, meaning that the demographic characteristics of farmers, namely the age, 
the latest education and the level of family income of farmers have an important role in 
shaping customer interest and attachment to fertilizer products. In addition, the 
relationship between Farmer Demographics (X2) and Repurchase Decision (Y2) is 
significant, with a coefficient of 0.0815. This confirms that farmers' demographic 
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characteristics, such as age, latest education level, and family income, play an important 
role in determining fertilizer repurchase decisions. Furthermore, the relationship 
between Customer Engagement (Y1) and Repurchase Decision (Y2) is significant with a 
coefficient value of 0.6879. This means that the higher the engagement felt by farmers, 
which includes conscious Attention, focused participation, and social connection, the 
higher the likelihood of farmers to make repeat purchases. Customer attachment plays an 
important role in shaping repurchase decisions, where when customers feel emotionally 
or functionally attached to a product or service, they are more likely to consider using it 
again in the future. This confirms that efforts to increase customer attachment can be an 
effective strategy in retaining customers to buy fertilizer products again. 
 
Structural Model Evaluation 

The R-Square value or coefficient of determination of each endogenous variable in 
each model can be used to evaluate the structural model. Table 8 displays the endogenous 
variables' R-Square values. 

Table 8. R-Square Structural Model 
Coefficient of 

Determination 𝐘𝟏 
Coefficient of 

Determination 𝐘𝟐  
Total Determination Coefficient 

0.3222 0.6291 1 – (0.3222)( 0.6291) = 0.7973≈ 0.8 

Based on Table 8, the total determination coefficient value is 0.8, which means that 
the model can explain 80% of the data diversity or varians, while the remaining 20% is 
explained by other variables outside the research model. 

CONCLUSIONS 

Based on the results and discussion, it can be concluded that the Spearman Rank 
Correlation PCA showed good performance, capturing 78.62% of the variance for mixed 
scale indicators, namely in the Farmer Demographic Variable (X2). In addition, the SEM 
model confirmed significant relationships among variables with a coefficient of 
determination of 80%, which provides insight into customer (farmer) behavior in making 
fertilizer purchase decisions. The result showed that Spearman Rank Correlation PCA was 
successfully applied to Structural Equation Modeling (SEM) to handle data with mixed 
scaled indicators (metric and non-metric) and was able to be integrated with CFA to 
handle data with mixed measurement models (reflective and formative). This 
demonstrates the flexibility of SEM in handling data complexity well, while maintaining 
estimation accuracy, and provides new opportunities to properly understand the 
relationships between latent variables in more complex models, especially in studies with 
mixed-scale data. 
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