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Abstract

Nasdaq Inc. (NDAQ) is one of the leading stock exchanges in the United States, ranking
second globally after the New York Stock Exchange (NYSE) based on market capitalization.
As a highly dynamic and information-sensitive market, Nasdaq Inc. stock prices respond
quickly to internal corporate conditions and external macroeconomic or policy changes. One
notable event affecting market stability was President Donald Trump’s import tariff policy,
aimed at protecting U.S. industries from foreign competition, particularly Chinese imports.
The implementation of this policy triggered significant volatility, including a sharp decline in
Nasdaq Inc. stock prices on March 2, 2025. This study examines the impact of this policy
on Nasdaq Inc. stock movements using the ARIMA(0,2,1) model with an intervention of
order b= 10, r =1, and s = 0. The results show that all model parameters are statistically
significant and produce accurate forecasts, with a MAPE of 2.19%, an RMSE of 5.98766, and
an MAE of 2.05232. These findings indicate that intervention analysis effectively captures
the impact of import tariff policies on stock market dynamics and provides valuable insights
for investors and policymakers in anticipating market fluctuations driven by global economic
policy changes.
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1 Introduction

The stock exchange plays an important role as a regulator in securities trading activities in
the capital market. From a macroeconomic perspective, the performance of the stock exchange
affects the economic development of a country, where positive trading activities can drive
economic growth, while market weakness can lead to economic slowdown [1]. One of the largest
stock exchanges in the world is Nasdaq (National Association of Securities Dealers Automated
Quotations). Nasdaq is a US-based stock exchange that ranks second in the world in terms of
market capitalization, after the New York Stock Exchange (NYSE). Stock exchanges are dynamic
because they are highly responsive to changes in information, both internal to the company and
external, such as government policy [2]. This is reflected in the period when President Donald
Trump’s tariff policy triggered market volatility. Boer et al. (2022) showed that restrictive policy
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shocks can suppress the US stock index [3]. These findings prove that tariff policies have a direct
effect on market dynamics, including Nasdaq stock movements.

The protectionist tariff policy issued by President Trump in early 2025 had a widespread
impact on the global economy. On March 4, 2025, import tariffs from China were raised from
10% to 20% in an effort to curb trade practices deemed detrimental to the United States [4].
This policy was reinforced on March 12, 2025, with a 25% tariff on global steel and aluminum [5],
and through Executive Order 14245 on March 24, 2025, President Trump expanded sanctions by
targeting other countries that still import Venezuelan oil by imposing a 25% tariff [6]. This series
of policies has increased trade policy uncertainty and triggered negative market reactions [7].

The tariff policy issued by President Trump also had a significant impact on the macroeconomic
conditions of the United States. J.P. Morgan, as one of the largest financial institutions and
investment banks in the world, lowered its projection for US Gross Domestic Product (GDP)
growth in 2025 from 1.9% to 1.6% due to increased trade uncertainty and the impact of the tariff
policy [8] . This downward revision in GDP projections reflects a weakening of the macroeconomy,
which then has a direct impact on the stock market [9].

This shows that tariff policies not only create volatility in the stock market, but also have
a direct impact on macroeconomic growth. Therefore, analyzing the movement of Nasdaq Inc.
stock prices is relevant as an approach to understanding macroeconomics and future market
responses. This research can serve as a leading indicator that provides early signals about the
direction of the macroeconomy in the United States. Thus, research on Nasdaq Inc. stock prices
is not only important for assessing the impact of Trump’s tariff policy, but also as a means of
reading the potential direction of future global economic development, given that the United
States is the main engine of the global economy. For this reason, the intervention analysis method
is used as an initial approach in forecasting Nasdaq Inc. stock price movements.

Intervention analysis is a type of time series analysis that is influenced by events beyond
control that can cause changes in time series patterns, thereby affecting the stationarity of time
series data [10]. Intervention methods are divided into two types, namely step functions and pulse
functions. Step function intervention analysis is used for long-term and continuous interventions
after the intervention, while pulse functions capture temporary changes that occur at a specific
point in time [11]. In the Nasdaq Inc. stock price data, before conducting a more in-depth time
series analysis, the data was first examined in the form of a time series plot. Based on the results,
the plot shows a significant spike in data at a specific point in time. Therefore, the appropriate
model to apply is the pulse function. This is because the effect of the intervention only lasts for
a limited period of time.

Several studies have been conducted related to the analysis of pulse function intervention. One
of the studies conducted by Ermawati & Nurhadi (2025) provides results that the intervention
model obtained is ARIMA (0,1,0) with intervention order =36, r=0, s=[5,7,8,10,14,15,19] and
MAPE value of 0.87%, which can be used to predict stock price indices during the pandemic
[12]. Another study was conducted by Miranda et al., (2025), obtained an intervention model is
ARIMA (0,2,1) with intervention order b = 0, r = 2, s = 0 and MAPE value of 1.289%. This
shows that the model is very good at predicting the Russia- Ukraine war on gold prices [13].

Therefore, based on the previous description, the researcher will analyze Nasdaq Inc. stock
price using the pulse function intervention approach. The novelty of this research is its focus on
a new asset—event setting: assessing the effect of Trump’s 2025 tariff announcement on Nasdaq
Inc. stock prices using intervention analysis. The research data is sourced from investing.com
from April 24th, 2022, to August 31st, 2025. This study is expected to provide new insights into
how protectionist trade policies affect not only the overall stock market index but also the shares
of companies that manage the exchange.
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2 Methods

To achieve the objective of this study, a rigorous methodological framework was adopted, with a
primary focus on pulse function intervention analysis. The methodology is structured into two
major components, which are research data and data analysis. The analytical procedures comprise
data description, pre-intervention model development, intervention analysis, and forecasting.
Each component serves a distinct role in elucidating the influence of the intervention event. The
subsequent subsections provide a comprehensive explanation of these methodological elements.

2.1 Research Data

This study adopts a quantitative approach that uses the pulse intervention function method.
The research employs secondary data obtained from the website investing.com'. The dataset
consists of weekly stock price data for Nasdaq Inc. from April 24", 2022, to August 315%, 2025,
yielding a total of 176 observations. The dataset is divided into two subsets, namely training
data and testing data, which are used for model development and validation purposes.

2.2 Analysis Step

In this study, the analysis stages are divided into four stages to achieve the research objectives.
The following are the analysis stages.
1. Describing the pre- and post-intervention data of Nasdaq Inc. stock prices to provide an
overview of the observed patterns.
Group the data into pre-intervention and post-intervention data by looking at the time
series plot. The time series plot is also needed as a basis for selecting the appropriate
intervention model. After that, describe the pre- and post-intervention data for Nasdaq
Inc. stock price shares as a result of Trump’s tariff policy.
2. Form an appropriate ARIMA model using pre-intervention data.

a. Testing stationarity in the mean and variance. The first step in forming the ARIMA
model is to ensure that the data are stationary in terms of mean and variance.
According to Wei (2006), a time series is stationary when its mean and variance
remain constant over time, as presented in the following equations [14]:

E(Zt) = E(Zi—k) = (1)

Var(Z) = E[(Z — )] = El(Zit — 2] = %0 (2)

Stationarity in the mean can be examined using the Autocorrelation Function (ACF)
plot. ACF describes the correlation between observation Z; and Z;_j, separated by a
lag k [14]. Under stationarity, 7o = Var(Z;) = Var(Z;_x), so the correlation between
Z; and Z;_j, can be written as:

Vi
= — 3
= (3)

Meanwhile, the Partial Autocorrelation Function (PACF) is used to measure the direct
relationship between Z; and Z,_j after removing the effects of intermediate lags [15].
Mathematically, the PACF estimator can be written as:

Pr— 351 Pre1Pr—

Ork = —
1— Yk b1 p;

(4)
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where ¢y is the partial autocorrelation at lag-k, p is the autocorrelation at lag k,
and p; is the autocorrelation at lag j.

If the data are not stationary in variance, a transformation is required. The Tukey
transformation method is applied to modify the values of Z; so that the variance
becomes more stable. The Tukey transformation is defined as [16]:

(N
T ()\)):{Zt » AFD

! In(Z;), A=0 ©)

The parameter A ranges from —1 < A < 1 and is estimated from the data to make the
distribution closer to normality. This method was later developed into the Box—Cox
transformation. Variance stationarity can be visually assessed using a Box—Cox
transformation plot. If the Box—Cox output yields a rounded value of A = 1, then the
data are considered stationary in variance [17].

Table 1: Box-Cox Transformation

A Transformation
1 1/7,
—0.5 1/VZ;
0 In(Z,)
0.5 N
1 Z,
Source: [14]

Differencing is a method used to overcome non-stationarity in the mean [18]. The
differencing process involves subtracting the data value at a given period from the
value in the previous period. According to Cryer and Chan (2008), differencing can
be expressed using the backshift operator [19]. The general form of differencing of
order d is written as follows:

W; = (1- B)iz, (6)

where (1 — B)d denotes differencing of order d, and Z; represents the observation at
time t.

. Identifying the model with ACF and PACF plots

To determine the order of the ARIMA model, initial identification is performed
using the ACF and PACF plots. The ACF plot is used to identify the order of the
Moving Average (MA) component (gq), while the PACF plot plays an important role
in determining the appropriate number of lags for the Autoregressive (AR) component

(p)-

. Identifying the model by estimating parameters using the Ordinary Least Squares

(OLS) method

Parameter estimation is performed to obtain the values of unknown parameters in
the population. One estimation method that can be used is the Ordinary Least
Squares (OLS) method. The ARMA (p, ¢) model is assumed to be stationary, with
a¢ representing white noise that follows an independent and identically distributed
N(0,0?) process. One example of an ARMA model is the moving average model
MA(1), expressed as:

Zt:(l—HlB)at, t:1,2,...,n (7)
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From Equation 7, the form of a; can be written as:
ar = Zy + bhaz—1 (8)

Thus, the Sum of Squared Errors (SSE) for the MA(1) model can be formulated as:

9 ,u = z; z; 91at 1 2 (9)
t—= t=

Based on the principle of the OLS method, the parameter estimator #; is obtained by
minimizing S(é, ). The estimator is given as follows:

n
> Zyay

== (10)

n
Zat—l

t=2

D>

. Performing parameter significance tests and residual assumption tests

Next, a parameter significance test is conducted to determine whether there are any
insignificant parameters in the model. A model is considered good if the estimated
parameters are statistically significant [20]. The parameter significance test hypothesis
is formulated as follows:

Hy: 3 =0 (Parameter is not significant)
Hy: B #0 (Significant parameter)

With the test statistic: R
p

thit = ———— 11

" SE() .
With the rejection region, Hy is rejected if [tnit| > tq/2,0—n—n, Or p-value < « (signifi-
cant level). Where n is the number of observations and n,, is the number of parameters.
Meanwhile, 3 is a model parameter and SE(B) is the standard error of the estimated
value B
The residual assumption test is an important step that must be carried out. In this
step, there are two assumption tests that must be met by the residual, namely white
noise and normally distributed residual. The white noise test can be carried out using
the Ljung—Box test. The hypothesis used can be formulated as follows:

Hy:p1=pa=---=pr =0 (White noise residual)
H : at least one pp # 0 (Residual not white noise)

With the test statistic: X
)
Qr=n(n+2)y L (12)

k:1n_k

In this case, n denotes the amount of data, k is the k-th lag, and ﬁk is the autocorrela—
tion coefficient at the k-th lag. The decision criteria are to reject Hy if Qp > X(
or p-value < «.

Next, the residual assumption test that must be met is the residual normality test
using the Kolmogorov—Smirnov test. This test is necessary because a model can be

a; k—p—q)
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considered good if the residuals are normally distributed [21]. The hypothesis used in
the residual normality test can be formulated as follows:

Hj : residual data is normally distributed

Hi : residual data is not normally distributed
D = sup [S(X) — Fy(X)| (13)
X

Where S(X) is the cumulative distribution function of the original data and Fp(X) is
the distribution function of the data hypothesized to be normally distributed. With
the critical region, reject Hy if D > Di_, 5, or p-value < « (significance level).

. Determining the best ARIMA model According to Wei (2006), Akaike’s Information

Criterion (AIC) is a model selection criterion that considers the number of model
parameters. The model with the lowest AIC value is selected as the best model.
Systematically, the AIC is formulated as follows:

AIC = nln(62) + 2M (11)

On the other hand, Schwartz’s Bayesian Criterion (SBC) is a metric for assessing
model fit quality based on Bayesian principles, introduced by Schwartz (1978). The
SBC is formulated as follows:

SBC(M) = n1n(62) 4+ M In(n) (12)

with:
e M : number of parameters in the model, where M = p+ ¢

e 1 : number of observations

2. e : ~2 _ SSE
o : residual variance, 6; = 257

e 0
In addition, Mean Square Error (MSE) is also used as a model selection criterion.
MSE measures the overall estimation error of a forecasting model. The MSE formula

is as follows:
n

1 .
MSE = — > (Zy— Zy)? (13)
t=1

Model accuracy can also be measured using Mean Absolute Percentage Error (MAPE),
which is based on percentage error. The MAPE value is computed as follows [22]:

Zy — 7,

t

MAPE = >

[}

x 100% (14)

with:
e 7 : number of observations

e Z; : actual value

A

e 7, : predicted value

MAPE categories are shown in Table 2 [23].

Table 2: MAPE Value Categories (Lewis, 1982)

MAPE Interpretation
MAPE < 10% Very good performance
10% < MAPE < 20% Good performance

20% < MAPE < 50% Acceptable performance
MAPE > 50% Poor performance
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To assess stability and error magnitude, Mean Absolute Error (MAE) and Root Mean
Square Error (RMSE) will be used with the following formulas:

1 5
MAE = fz‘zt—zt (15)
n t=1
1 N
t=1

MAE and RMSE are used together because each has its own advantages. MAE shows
the average error without considering the direction of the error, while RMSE is more
sensitive to large errors because it squares the difference. Therefore, comparing MAE
and RMSE provides information about the variation of errors in the model.

3. Forming an intervention model based on post-intervention data

The next step is the modeling process using intervention analysis, which begins with
determining the intervention sequence (b, r, s) through the cross-correlation function (CCF)
plot. This plot is constructed using actual post-intervention data and post-intervention
prediction values. Parameter estimation is then carried out using the Ordinary Least
Squares (OLS) method, followed by diagnostic testing of the ARIMA model with the
selected intervention sequence (b, r, s) based on the principle of parsimony. The general
formulation of the intervention model is shown in Equation (20) [24].

b

7, — ws(B)B
or(B)

where V; is the pre-intervention ARIMA model, defined as:

1"+ N, (17)

0(B)

Ny=—F7"—"—— 1
‘= BBy 1
Thus, the intervention model can be written as:
s(B)B° 0,(B
Zt = &It(T) Q( ) at (19)

o-(B) ¢p(B)(1 — B)?
with:

e ws(B) : Operator of order s.

o 4;(B) : Operator of order r.

e I; : Intervention variable.

e b : Indicates when the intervention occurs.

e s : Duration until the effect stabilizes after lag b.

e 71 : Pattern of residual correlation after intervention.
According to Wei (2006), short-term intervention effects are modeled using a pulse function.
The pulse function is defined as:
1, =pP™" (20)

where:

I, =0 fort#T,
I;i=1 fort="1T.

Here, T represents the time at which the intervention occurs.
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4. Forecasting Nasdaq Inc. Stock Price using the pulse intervention model
The final stage of this research involves forecasting the weekly stock price of Nasdaq Inc.
using the previously obtained ARIMA intervention model. In addition, the accuracy of
the predictions was evaluated using several model goodness measures, such as MSE, AIC,
SBC, MAPE, MAE, and RMSE. Once all model evaluation criteria were met, the ARIMA
intervention model was then used to forecast the Nasdaq Inc. stock prices for the upcoming
weeks.

3 Results and Discussion

Descriptive statistics are used to provide an overview of weekly changes in Nasdaq Inc. stock
price data. A summary of weekly Nasdaq Inc. stock price data for the period from April 24,
2022 to June 8, 2025 is presented in Table 3 as follows:

Table 3: Descriptive Statistics of Pre and Post Intervention

Variable N Mean StDev Min Max

Pre-Intervention 149 60.774  9.416  47.590 82.990
Post-Intervention 15  77.430 5.340 68.250 85.610

Table 3 shows that the average weekly Nasdaq Inc. stock price during the pre-intervention
period, from April 24, 2022, to February 23, 2025, was recorded at USD 60,866. Meanwhile,
in the post-intervention period, from March 2, 2025, to June 8, 2025, the average share price
increased to USD 77.63. To visually illustrate the trend in Nasdaq Inc. weekly share price
changes, the trend plot during the study period is presented in Figure 1 below.

Time Series Plot of NDAQ Stock Price
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Figure 1: Time Series Plot of Nasdaq Inc. Stock Price

As shown in Figure 1, weekly Nasdaq Inc. stock price data shows a fluctuating pattern
throughout the research period. However, there was a significant price decline on March 2, 2025,
namely at ¢ = 150. This significant decline was associated with the announcement of a new tariff
policy issued by the President of the United States, Donald Trump. Because the impact appears
as a sharp, one-time drop rather than a sustained shift, it is appropriately modeled using a pulse
intervention.

3.1 Modeling Pre-Intervention with ARIMA

The ARIMA model is fitted exclusively to the pre-intervention data to establish the baseline
pattern of the series prior to the policy event. Before estimating the model, stationarity in both
variance and mean must be verified. To check the stationarity of the variance, a Box-Cox plot
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is used. The Box-Cox plot for the weekly Nasdaq Inc stock price data in the pre-intervention
period is presented in Figure 2 below.

Box-Cox Plot of Pre-Intervention
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Figure 2: Pre-Intervention Box-Cox Plot

Based on Figure 2, the Box-Cox transformation results show a value of A = 0.50. This
indicates that the weekly Nasdaq Inc. stock price data in the pre-intervention period is not
stationary in variance. Therefore, a transformation process with A = 0.50 is required, namely
using v/Z; so that the data becomes stationary in variance. After the transformation is performed,
stationarity in the mean can be evaluated by looking at the ACF and PACF graphs presented in
Figure 3 below.
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Figure 3: ACF and PACF Plots for Differencing 1 and 2

The process of achieving stationarity of weekly Nasdaq Inc. stock price data in the pre-
intervention period was carried out through two rounds of differencing. As shown in Figure 3,
the ACF plot shows one lag that crosses the significance threshold, namely lag 1. Meanwhile,
the PACF plot shows two lags that cross the significance threshold, namely lags 1 and 2. Based
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on this pattern, several ARIMA model candidates for Nasdaq Inc. weekly stock price data in
the pre-intervention period that can be considered are ARIMA (0,2,1), ARIMA (1,2,1), ARIMA
(2,2,1), ARIMA (3,2,1), ARIMA (1,2,0), ARIMA (2,2,0), and ARIMA (3,2,0). Furthermore, the
results of testing the significance of parameters, white noise residuals, and residual normality
tests for each ARIMA model are presented in Table 4 below.

Table 4: Parameter Significance of Pre-Intervention ARIMA Models

ARIMA Models

Parameter Significance

ARIMA (0,2,1)
ARIMA (
ARIMA (
ARIMA (
ARIMA (
ARIMA (
ARIMA (

Sig.
Not Sig.
Not Sig.
Not Sig.

Sig.

Sig.

Sig.

Based on Table 4, the ARIMA (0,2,1), ARIMA (1,2,0), ARIMA (2,2,0), and ARIMA (3,2,0)
models show that all estimated parameters are statistically significant. Therefore, this model
selected for further evaluation, including diagnostic checking or the residuals to assess whether
they exhibit white-noise behavior and the assumption of normality

Table 5: Diagnostic Test Results of Pre-Intervention ARIMA Models
ARIMA Models White Noise

Normality Test

ARIMA (0,2,1) Sig. Normal
ARIMA (1,2,1) Sig. Normal
ARIMA (2,2,1) Sig. Normal
ARIMA (3,2,1) Sig. Normal
ARIMA (1,2,0) Not Sig. Normal
ARIMA (2,2,0) Sig. Normal
ARIMA (3,2,0) Sig. Normal

Based on Table 5, the ARIMA models that meet the criteria of white noise residuals and
residual normality are ARIMA (0,2,1),ARIMA (2,2,0), and ARIMA (3,2,0). Next, to determine
the best model among the two models, evaluation indicators such as AIC, MSE, SBC, and MAPE
values are used, as presented in Table 5 below.

Table 6: Comparison of MSE, AIC, and SBC Values of ARIMA Models

Model MSE AIC SBC

ARIMA (0,2,1) 0.01734 -599.143 -596.146
ARIMA (2,2,0) 0.02080 -573.233 -570.236
ARIMA (3,2,0) 0.01888 -578.841 -575.844

Based on Table 6, the minimum values for MSE, AIC, SBC, and MAPE are ARIMA (0,2,1).
Therefore, it can be said that ARIMA (0,2,1) is the best model for modeling pre-intervention
data. The ARIMA (0,2,1) model can be expressed in Equation 21 as follows.

Sediono 84



Nasdaq Inc. Stock Price (NDAQ) Prediction Due to Trump’s. ..

(1— B)*Z; = 6,(B)ay
(1 - 2B—|—B2) Zi=(1-6,B)a

(]. — elB) Q¢
(1-2B+ B?)

Zi=(14+@=0)B+@2@2-0) - 1) B+ ) a
Zi = (1+(2 - 0995112) B + (2(2 — 0.995112) — 1)B2 + -+ ) ay

7 =N, =

Z, = (1 +1.004888B + 1.009776B2 + - - ) as

3.2 Intervention Analysis

After identifying the optimal ARIMA model for the pre-intervention data, the next stage
involves determining the intervention order, represented by the parameters b, r, and s. This is
accomplished by examining the Cross Correlation Function (CCF) plot between the predicted
post-intervention values generated by the ARIMA (0,2,1) model and the actual weekly Nasdaq
Inc. stock price data during the post-intervention period as an illustrative short-term forecast.
The resulting CCF plot is presented in Figure 4 below.

Cross Correlation Function for Forecast; Post-Intervention

06

- ‘ ‘ ‘

i
A !

S

Cross Correlation
°
2

2 0 -8 6 -4 -2 0 2 4 6 8 10 2
Lag

Figure 4: CCF Plot of Post-Intervention Data and Predicted Data of the Best ARIMA Model

Based on the results of the CCF plot analysis, it can be seen that the impact of the intervention
began to appear at lag 0, indicating that the intervention effect occurred immediately without
any time delay. Therefore, the intervention order was set as b = 0. The pattern that formed
resembled a wave, indicating a value of r = 2. Meanwhile, the value of s = 0 decreased because
the direct intervention effect declined after the first lag. Furthermore, the parameter estimates
for the pulse function intervention model are presented in Table 6 below.

Table 7: Intervention Model Parameter Significance Test Result

Parameter Estimate P-Value

MA(1) 0.58432 < 0.0001
wo 0.23941  0.1000
5 0.69577  0.3373
5 0.30423  0.6046

Model: ARIMA (0,2,1) dengan b =0, r = 2, dan s = 0.

It can be seen in Table 6 that there are several insignificant parameters. Referring to Wei
(2006), if insignificant parameters are found, the values of b, r, and s can be adjusted or modified
to obtain a more accurate and parsimonious model. This adjustment aims to simplify the model
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without reducing its ability to describe the actual data pattern. In this way, the resulting model
is expected to contain only parameters that are truly influential and capable of providing more
accurate and efficient forecasting results.

Table 8: Modified Intervention Model Parameter Significance Test Result

Intervention Model Parameter Estimate P-Value

ARIMA(0,2,1) MA(1) 0.74837 < 0.0001
dengan b =0,r =1, wo -0.32447 0.0189
dan s =0 01 1.00000 0.0010

Table 9: White Noise Residual and Normality Test Result

Lag 6 Lag 12 Lag 18 Lag 24 Normality
0.1523  0.2569  0.3749 0.3843 > 0.1500

P —Value < a = 0.05, Table 8 shows that all parameters have a p-value less than 0.05, which
means that all of them are statistically significant. Thus, both the parameters in the ARIMA
(0,2,1) model and in the intervention model with orders b = 0, r = 1 , and s = 0 have passed
the significance test. In addition, the test results also show that the assumptions of white noise
residuals and normality have also been met. Therefore, the resulting intervention model can be
considered valid. The mathematical equation of the intervention model can be written as follows.

. <(B)B®
7 = “’((;) liT) + Ny, Ny = (1 + 1.004888B + 1.009776 B% + - - - )ay

wo(B) ,(150)
= P, N,
Bt

wo  (150)
= P, N,
Byt

wo (150)
__ % p N
1—o,B ¢ T

(21)
= (wo + w01 B + wd?B% + - - )pt(150) 4N,

— (—0.32447 — 0.32447B — 0.32447B% + - - )P 4+ N,

= (—0.32447 — 0.32447B — 0.32447B2 + - .. ) P\"Y
+ (1 + 1.004888B + 1.009776 B + - - - )a

= —0.32447P" — 0.32447P1" — 0.32447P"5" + ...

+ (1 4 1.004888B + 1.009776 B + - - - Jay

3.3 Prediction of the Nasdaq Inc. Stock Prices

Based on the results of the modeling, predictions were made for the next 12 weeks. Before
evaluating the model’s accuracy, the predicted values were transformed back to the original scale
by applying the inverse of the /Z;. The prediction results are shown in the following table.
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Table 10: Calculation of MAPE Value Based on Post-Intervention Data

Period Date Prediction Actual APE (%)
165 15/06/2025 86.73011 86.10 0.731831
166 22/06/2025 87.87938 89.08 1.347805
167 29/06/2025 89.03432 90.07 1.149859
168 06/07/2025 90.19871 89.41 0.882124
169 13/07/2025 91.36875 89.37 2.236484
170 20/07/2025 92.54825 94.84 2.416440
171 27/07/2025 93.73338 95.17 1.509532
172 03/08/2025 94.92800 96.85 1.984515
173 10/08/2025 96.12822 94.68 1.529595
174 17/08/2025 97.33598 94.75 2.729269
175 24/08/2025 98.55327 94.74 4.024985
176 31/08/2025 99.77613 94.30 5.807132

MAPE (%) 2.195798

Table 10 shows that the MAPE value is 2.19%, indicating that the model has excellent
predictive capabilities. In addition to MAPE, the accuracy of the model was also evaluated using
four additional metrics, namely MAE (Mean Absolute Error), RMSE (Root Mean Square Error),
AIC (Akaike’s Information Criterion), and SBC (Shwarz Information Criterion). MAE value
were obtained at 2.05232, RMSE value were obtained at 5.987662, AIC value were obtained at
-180.783, and SBC value were obtained at -171.539. To provide a visual overview of the model’s
performance, a comparison between the actual values and the predicted values in the testing
data is presented in the graph in Figure 5 below.

Time Series Plot of Actual; Forecast

1000 - Variable
Py —&— Actual
—@— Fforecast

975 7

950 — N . -

Data

925

900

850
12 3 4 5 6 7 8 85 W oM w0
Index

Figure 5: Comparison Plot of Actual Data and Predicted Nasdaq Inc. Stock Price Results

Next, predictions were made for the next 8 weeks, from September 7, 2025 to October 26,
2025. The prediction results can be seen in the following table.

Table 11: Nasdaq Inc. Stock Price Prediction Results

Period Date Prediction

177 07/09/2025  101.0085
178 14/09/2025  102.2465
179 21/09/2025  103.4940
180 28/09/2025  104.7470
181 05/10/2025  106.0097
182 12/10/2025  107.2778
183 19/10/2025  108.5556
184 26/10/2025  109.8388
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Time Series Plot of Prediction

Prediction
3 3 2
S 8 3

3
L

3
R

100

Index

Figure 6: Nasdaq Inc. Stock Price Prediction Plot

Based on the prediction results shown in Figure 6, it can be seen that the weekly Nasdaq
Inc. stock price for the period from September 7, 2025 to October 26, 2025 shows an upward
trend. However, the validity of this prediction model is limited to the short term. Therefore,
after October 26, 2025, this model needs to be reevaluated or reanalyzed using the latest data.
This is important considering the possibility of data changes caused by external factors that can
affect the accuracy of predictions.

4 Conclusion

The tariff policy implemented by President Donald Trump caused a sharp decline in Nasdaq Inc.
stock prices on March 2, 2025. This study successfully applied the ARIMA (0,2,1) model with
order b=0,r=1,5s=0. All parameters in the model were statistically significant, and the model
showed excellent predictive performance with a MAPE value of 2.20%. In addition, it also has
an RMSE value of 5.98766 and MAE value of 2.05232. These findings indicate that intervention
analysis is able to capture the impact of Donald Trump’s import tariff policy on the movement
of the Nasdaq Inc. stock price.
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