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Abstract

Although the Durand-Kerner method is widely used across various fields of computer science,
especially in numerical computing, it continues to encounter challenges in locating roots of
high-degree polynomials, such as issues with accuracies of roots of the polynomial zeros. Our
initial tests and observations on several methods for finding polynomial roots revealed that
the roots’ accuracy starts to degrade noticeably for polynomials where the degree exceeds 10.
Based on considerations of algebraic concepts involving polynomial vector spaces, we introduce
an improvement of the Durand-Kerner algorithm aimed at improving root precision. This
approach includes targeted refinements in coefficient evaluation, identification of root types,
and iterative polishing techniques. We also conducted a comparative evaluation to assess its
effectiveness against the original Durand-Kerner method and MATLAB’s roots() function.
Overall, the enhanced algorithm delivers superior accuracy for complex roots—particularly
in cases involving multiple zero or integer roots—outperforming both benchmarks, but its
execution time increases substantially with polynomial degree.
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1 Introduction

Despite being an old problem, the computation of the roots of large-sized high-degree polynomials
has become one of the most important contemporary issues in science [1], [2], [3].One of the
most popular methods for this purpose is the Durand-Kerner (DK) method, also known as
Weierstrass iteration, which refines approximations to all roots at once. It enjoys particular
popularity due to its conceptual simplicity and natural parallelism. Yet, the method is not
without drawbacks: it might not converge at all or produce unusable results in particular for
large degree polynomials [4], [5], [6], [7], [8].

As the demand for computational precision and efficiency continues to grow, the development
of advanced root-finding algorithms has become increasingly critical for progress in scientific
computing and engineering applications [1], [9], [10], [11], [12]. Over the past several decades,
the pursuit of accurate and scalable methods for solving high-degree polynomial equations has
remained a central focus in numerical analysis [3], [7], [13], [14], [15]. High-degree polynomials
present substantial computational challenges due to the lack of general analytical solutions,
necessitating the use of iterative numerical techniques with controllable error bounds.
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Several researchers have improved the DK algorithm by assigning initial values. These
initial values significantly impact stability, convergence, and the number of iterations required to
obtain the roots [4], [6], [16], [17], [18]. From a computational strategy perspective, to achieve
stability in root finding, initial values can be combined with other initialization techniques.
The lambda maximal bound, derived from the dominant eigenvalue of the companion matrix,
consistently guarantees that all roots lie within the complex circle and supports fast and stable
convergence [19]. On the other hand, iterative methods like Newton-Raphson and Laguerre are
used to approximate improve accuracy of a single root. They are usually used in conjunction
with polynomial deflation to successively find all roots of a given polynomial [20], [21]. However,
with high-degree polynomials and polynomials which have complex roots, algorithms using the
Newton-Raphson and Laguerre methods are also numerically unstable and inaccurate when
multiple or closely spaced roots must be found. These difficulties underline the necessity for
stronger and globally convergent algorithms to cover complexities of high-degree polynomials [22],
[23].

The DK method for multiple roots suffers from convergence failures, including a decrease
in the accuracy of real roots due to iteration cycles and floating-point instability at degree
n > 10. Modifications for special cases are suggested, with evidence that the basic version is
globally unstable [8]. The Weierstrass method on multiple roots, where the accuracy of real root
approximation fails due to error magnification from simultaneous iterations, leads to deviations of
up to 1073 in floating-point double precision for high degrees. Convergence drops to linear (from
quadratic), especially when the roots are close together (< 107 distance), and floating-point
errors worsen this at n > 15 [24], [25].

This study presents to improve numerical precision in resolving high-degree polynomial
problems base on an adaptation of the Durand-Kerner technique. To achieve this objective,
we classify polynomials based on the coefficients of the polynomial and their roots, examine
foundational theorems relevant to root-finding techniques, and develop a computational algorithm
inspired by the Durand-Kerner method. The rest of the paper is structured as follows: Section 2
presents the methodology used in this research. Section 3 presents the results and discussion.
Finally, Section 4 concludes the study and outlines potential directions for future research.

2 Methods

To achieve the objectives of this research, the methodology consists of the following steps:
examining the problem of polynomial root-finding, exploring fundamental theories related to
root-finding techniques, designing the proposed algorithm, conducting evaluation and testing of
the algorithm, and performing result analysis.

2.1 Polynomial zeros and the fundamental theories

Definition 1. A functionp : F' — F is called a polynomial of degree n if there exist a1, ag, ..., ant1 €
F with a1 # 0 such that

p(x) = ajz™ + apr™ t azz" 4 - 4 anx + angt (1)

forallx € F. Symbol F' denote R or C. In case a1 = 1, the polynomial is called monic polynomsial.
The expression p(x) = 0 is called polynomial equation, and a number z € C is called a zeros or
root of a polynomial p if p(z) = 0 [2], [3], [26]. When coefficients aji2,ak+3, ..., Gn+1 GTE ZETO
for k > 1, the polynomial has k zero roots, i.e., z1 = z0 = -+ = 2z = 0 and n — k non zero roots
Zkt1, Zk425 - Zn, Which are the roots of the deflated polynomial.

n—k—1

q(x) = =k 4 agr +asz" R4 4 (p—_ a1 (2)
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Theorem 1 (Fundamental theorem of algebra). If p(x) is a monic polynomial of degree n, then
the equation p(x) = 0 has at least one root, z, and the polynomial can be expressed as shown in
Equation (3).

p(z) = (z — z)q(x) (3)
where q(x) is a polynomial of degree n — 1 [20].

Based on Equation (3), the polynomial p(z) can also be expressed as in Equation (4).

p(x) = (x—21)(x — z) - (¥ — zn) (4)

where z1, 29, ..., 2, are the roots of the polynomial p(z). Therefore, a polynomial p(z) of degree
n has n roots, which may be real and distinct, real and repeated, complex conjugate pairs, or a
combination of these types.

Theorem 2 (Division algorithm for polynomials). Let p(z) be a monic polynomial of degree n,
and let s(x) be a non-zero polynomial. Then, there exists unique polynomials q(x) and r(x) such
that

p(x) = s(x)q(x) + r(x) (5)
where the degree of r(x) is less than the degree of s(x) [2], [20].

Let p(x) be a monic polynomial of degree n with all coefficients of p in R. Then p(x) has
unique factorization of the form given in Equation (6).

px)=(x—21) (2 —2m) - (@ F b1z +c1)--- (2% + bz + 1) (6)

where z1, ..., Zm, b1, ..., b, c1, ..., c, € R.

2.2 Durand-Kerner Algorithm

The general form of a monic polynomial’s roots, as expressed in Equation (3), can be computed
using the following iterative formula [1], [4], [9]:

LD ok ﬂ (7)

’ 1 (- =)

.S
N

where zzk denotes the i-th root approximation at the k-th iteration. The Durand-Kerner algorithm
is an iterative method based on Equation (7) that simultaneously computes all complex roots
z; € C, where i = 1,2, ..., n.

The convergence of this method is highly sensitive to the choice of initial approximations

29 [1], [9], [27]. Therefore, selecting initial guesses that are sufficiently close to the actual roots

is critical for the algorithm’s success. The iterative process continues until the approximations

2F converge to the actual roots. The overall steps of the root-finding procedure are outlined in

Algorithm 1.
Given the initial value z?, they should be sufficiently close enough to the roots z; [28]. The
initialization of 2¥ is commonly performed using Cauchy’s bound, as expressed in Equation

(8) [16]. ,
2 =re’ where r =14+ max |ag (8)
2<i<n+1
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Algorithm 1 Durand-Kerner algorithm

Input: coeffs = [1, ag, ag, ..., a,4+1] which is the coefficient of p(z).
Output: z = [z1, 29, ..., 2] which is the roots of p(z) = 0.
Algorithm:
1. Set initial value 2? for i = 1,2, ..., n.
k
2. Compute next zl-(kﬂ) = zl’»g - np% fori=1,2,...,n.
k

H (Z'L —Zj )

j=1

J#i

(k+1)

7

3. Repeat step 2. until z closed to zf or p(zi(kﬂ)) closed to zero.

The Algorithm 1 is considered to have converged when one of the following conditions is satisfied:
k+1

(i) the difference between successive approximations |2/ — 2F| is less than a predefined

tolerance €1;
k1

is less than e, or
i)l :

(ii) the polynomial evaluation |p(z
(iii) the number of iterations exceeds a specified maximum threshold.

The computational complexity of the Durand-Kerner method is O(kn?) where k is the number
of iterations and n is the degree of the polynomial [29]. This complexity arises primarily from
steps 2 and 3 of the algorithms.

2.3 Modification and analysis algorithm for polynomial zeros

The input and output design of the proposed method adhere to the same structure as the classical
Durand-Kerner algorithm and MATLAB’s roots() function. However, the key modifications are
introduced in the initialization of root estimates values and the iterative root-finding process. The
initial approximation z{ are distributed along a circular boundary in the complex plane, where
the radius is determined by the maximum modulus of the polynomial’s roots. This boundary is
referred to as the lambda maximal bound (Aez) [19].

Here, A denotes the spectral radius of the companion matrix C' with associated the

polynomial and is computed using power method defined as follows:

T
Ty Tly1

)\maz - kT + (9)
Tj T

where zg € R, and z; = C*zg. The computation \qe requires non-constant extra space and
has a computational complexity of O(n?) flops [19], [30]. The radius of the circular boundary of
the complex plane is set to 7 = Ajae + € Where € > 0 is a small margin ensuring that all roots lie
within the circle. The initial points are then assigned as z? = re for k=1,2,...,n with )
uniformly spaced angle on [0, 27).

In comparison with Cauchy’s bound, the lambda maximal bound yields the smallest radius
that still enclosed all the roots [19].The choice of this boundary based on the lambda maximal
value follows the recommendation by Kjellberg (1984), who stated that the initial values 2y
should lie within or on a circle in the complex plane and be sufficiently close to the actual roots
z;. This approach ensures better convergence behavior and numerical stability in the root-finding
process [28]. Furthermore, the root-finding process incorporates classification mechanism that
analyses the characteristics of the polynomial’s coefficients and degree. These classifications
include integer and non-integer coefficients, as well as the nature of the roots—whether they are
integer, real, or complex values.

For polynomials of degree n < 2, the roots can be obtained with high precision and robustness.
Specifically, for degree n = 1, the root is given by the formula z = —a, which avoids issues related
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to numerical rounding or near-zero denominators. For degree n = 2, the roots are analytically
derived using Equation (10):

—a(2) — \/a(2)Z — 4a(3)
2 2

(10)

I
o
)
=)
e
[}
I

<1

Equation (10) involves only basic arithmetic operations and a square root, which are well-
conditioned for most input ranges. Moreover, the denominator is a constant (2), eliminating
the risk of division by very small numbers that could amplify numerical errors. Consequently,
the formula provides numerical stability and robustness in computing the roots of quadratic
polynomials. For polynomials of degree n > 2, the algorithm is designed by analyzing the
characteristics of the polynomial coefficients, rather than directly applying Equation (7) as done
in the original Durand-Kerner algorithm.

The modified algorithm is analytically evaluated by measuring its computational workload
and memory usage. The computational workload includes number of arithmetic operations and
iteration count. This analysis provides insight into the efficiency and scalability of the proposed
method compared to Durand-Kerner (DK) Algorithm.

2.4 Evaluation and testing of the algorithm

The algorithm was implemented in MATLAB and evaluated using a diverse set of polynomial
equations with degrees starting from n = 1, under the constraint that the maximum coeflicient
value does not exceed the mazflint (maximum floating-point integer) threshold. This constraint
ensures numerical stability during computation.

Performance metrics used in the evaluation include convergence rate, root estimates accuracy,
and computational time. The experimental evaluation involved classifying the input polynomials
into several categories:

(i) polynomials with integer coefficients,
(ii) polynomials with real (non-integer) coefficients,
(iii) polynomials with integer roots,
(iv)
The accuracy and performance of the proposed root-finding method were compared against
those of the Durand-Kerner algorithm and MATLAB’s roots() function.

polynomials with clustered roots and ill-conditioned polynomials.

3 Results and Discussion

3.1 The Modified Algorithms

To improve the roots of the polynomial, the modified algorithms accommodate specific character-
istics of polynomials:
i. If the coefficients a; = 0, for ¢ = 2,3,...,n + 1, the roots of the polynomial z; = 0 for
1=1,2,...,n.
ii. If the coefficients are not all zero and a,41 = 0, then one of the roots of the polynomial is
necessarily zero and the polynomial effectively reduce to a polynomial of degree n — 1.
iii. If all coefficients a; are integers, then some of the roots can be determined by examining
the factors of the constant term a,11. Subsequently, the polynomial function is reduced
using Equation (5).
iv. If all coefficients a; are integers and the polynomial does not have any root that is a factor
of the constant term a,,41, then a quadratic factor of the form x? 4+ bx + ¢ is sought, where
b is an integer and c is factor of a,41. Subsequently, the polynomial function is reduced
using Equation (6).
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v. When the conditions outlined in points (i) to (iv) are not satisfied, the root-finding process
is executed using the Durand-Kerner method with initial values placed on boundary of
a circle whose radius corresponds to the lambda maximum bound [19].This initialization
strategy is followed by a refinement step to improve designed to enhance the accuracy of
the computed roots.

The Modified DK first eliminates the zero roots and then deflates the polynomial to a lower
degree. For the test case, we use input polynomials of the form

p(x) = 2"+ asx™ P+ azz" 2+ - 4 apya™F (11)

where k > 1. The polynomial has k zero roots, i.e., z1 = 29 = --- = 2z, = 0 and n — k nonzero
TOOtS 211, 2k+2, ---, Zn, Which are the roots of the deflated polynomial

q(z) = 2" "+ apa" " faza" M 4t g (12)
The overall steps of the newly proposed root-finding procedure, referred to as the modified

DK algorithm, are summarized in Algorithm 2.

Algorithm 2 Proposed algorithm for polynomial zeros

Input: coeffs = [1, ag, ag, ..., ap+1] which is the coefficient of p(x).
Output: roots = [z1, 22, ..., z»] which is the roots where p(roots) = 0.
Algorithm modifiedDK:
function roots = modifiedDK(coeffs)
1. [roots newCoeffs] = Calculate_zero_ roots(coefls);

» Using Equation (2).

e roots = [0 0 ... 0]; k = length(roots);

o newCoeffs = coeffs(1:n-k); n = n-k;
2. if n = 1, then z = as.

. if n = 2, then the roots calculated by Equation (9).
4. if (all coefficients a; are integers and has linear or quadratic factors which integer coefficients)

w

o Solve the polynomial using Equation (6).

5. SolvePolyInteger(newCoeffs);
else
6. Solve polynomial newCoeffs using DK algorithm which employs initialization using lambda
maximum bound.
end

The Algorithm 3 found an integer root z; if p(z;) is less than es. In Algorithm 3, the step
Find linear factor of the coeflicients a1 is performed first to detect possible integer or rational
roots. When trial division is employed, the computational cost is approximately O(+/|an+1]),
which is generally negligible for moderate-sized coefficients, although it may become expensive for
very large integers. The term |,/a, 11| represents the upper bound on the number of candidates
roots. Testing each candidate requires evaluating the polynomial, which incurs a cost of O(n) per
candidate. Since there are [\/|ap+1| candidates to test, the total cost becomes O(l\/|an+1]| - n).
The step deflation of the polynomial, deconv(coef fs, poly(roots)), using synthetic division after
finding a root requires O(n) operations per step, leading to a cumulative cost of O(kn) if k roots
are detected through factorization.
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Algorithm 3 Algorithm for finding the zeros of polynomials with integer coefficients.

Input: coeffs = [1, ag, ag, ..., ay41] which is the integer coefficient of p(z).
Output: roots = [z1, 22, ..., z,] which is the roots where p(roots) = 0.
Algorithm SolvePolylInteger:
function roots = SolvepolyInteger(coeffs)
1. n = length(coeffs)-1;  roots = [|;
2. Find linear factor

o factor = findFactors(abs(coeffs(n+1)));

o idx = find(abs(p(factor) <= e3);

o roots = [roots factor(idx)];

o newCoeffs = deconv(coeffs, poly(roots));

3. Find quadratic factors
¢ cekFaktorQuadrat = true;
while length(sisaPoli) > 1 && cekFaktorQuadrat
[Q, sisaPoli] = factorizedIntoQuadratFactor(newCoeffs);

o if ~isempty(Q)

. r = solvequadrat(Q);
o else
. cekFaktorQuadrat = false;
. r = Solve polynomial newCoeffs using DK algorithm which employs initialization
using lambda maximum bound;
. end
. root = [root r|;
e end
e end
end

The step factorizedIntoQuadratFactor(coeffs) is finding a quadratic factor of polynomial with
coefficient coef fs expressed in algorithm 4. Algorithm 4 describes the procedure for identifying
a quadratic factor of a given polynomial. The resulting factor takes the form 2 + bz + ¢ where ¢
is a divisor of a,+;1 (the constant term), and b is an integer within the range [—|az|, |az|], where
ay = coef fs(2). The factorization of the constant term a,; requires approximately O(v/|an+1])
operations. Candidate value ¢ are then generated, with the number of candidates estimated as
l\/|an+1]. For each candidate b, the evaluation of possible values of b involves at most 2|as| + 1
iterations. Dividing a polynomial of degree n by a quadratic factor incurs a computational
cost on the order of O(n) operations. Consequently, the search for a quadratic factor requires
O(ly/|an+1](2]az| + 1)n), or equivalently O(n|az|\/|an+1]) in worst-case.

Therefore, the overall worst-case complexity of SolvePolyInteger is O(nl|az|/|an+1|). When
the input polynomial solely of integer coefficients and contains both linear and quadratic
factors, the algorithm exhibited near-linear scaling with respect to the polynomial degree. This
behaviour is consistent with the theoretical bound O(n|ag|\/|an+1|) for moderate coefficient
magnitudes. Finally, the computational complexity of the modified DK in Algorithm 2 is

O(max{nlaz|v/Jan+1],n*}).
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Algorithm 4 Algorithm for finding a quadratic factor of a polynomial

Input: coeffs = [1, ag, as, ..., ant1]
Output: @ = [1,b, ] and remainderPoly
function [Q, remainderPoly| = factorizedIntoQuadratFactor(coeffs)
remainderPoly := coeffs
n := length(remainderPoly) — 1
faktorC := findFactors(remainderPoly(end))
for each c in faktorC do
M := |remainderPoly(2)|
for b=—M to M do
Q:=11,b,
[D__temp, sisa| := deconv(remainderPoly, Q)
if all(|sisa| < 107®) and all(|D__temp — round(D__temp)| < 10~%) then
remainderPoly := round(D__temp)
return
end if
end for
end for
Q=]

remainderPoly := coeffs

3.2 Experimental Setup and Performance Analysis

To assess the performance of the proposed root-finding algorithm, we conducted a series of
numerical experiments on various families of univariate complex polynomials with degrees
ranging from 2 to 30. The algorithm was implemented in MATLAB R2024b and executed on a
desktop PC equipped with an Intel Core i7 processor, 16 GB RAM, 1.80 GHz clock speed, and 8
Logical Processor(s) running the Microsoft Windows 10 operating system.

For each polynomial type, we recorded both the accuracy of the computed roots and the
total computational time. Accuracy was evaluated using polynomials with known exact roots or
by measuring the residual norm, defined as |p(zy)|, where zj denotes the computed root.

The first experiment involves running the algorithm’s program on input polynomials with
real coefficients that have k zero roots. Figure 1 and Figure 2 present the performance of three
root-finding — DK algorithm, Modified DK algorithm, and MATLAB’s roots() function — in
terms of mean error, maximum error, and runtime when applied to polynomials of degree 25
with k zero roots, where k = 2, ...,23. The mean error (emeqn) refers to the average of the mean
errors computed for all roots across each experiment for different values of k. The maximum
error (em,qz) refers to the largest maximum error observed across all experiments.

Mecan Error of Roots of 25th-Degree Polynomials with k Zero Roots Max Error of Roots of 25th-Degree Polynomials with k Zero Roots
T T T e = T T st
+ s t " s ! T 9 ‘ ‘
B L] | P - L]
104+ ) L] e DK, ¢npean = 4.560217c — 02 104+ = ——= DK, €4, = 6.341894e — 02
. | |— Moedified DK, €0, = 1.355179¢ — 09 —  Modified DK, é,0, = 1.730237¢ — 08
o | [|—= roots(), emean = 3.5555T4e — 09 5 ——a 100t8(), €mar = 2.712191¢ — 08
w107 1 w10 }
. ﬁ ﬁ \
| \ [ ‘
" H ﬂ H ﬂ n ﬂ H | " ‘ [ H ﬂ H “ |
| |
|
’W ﬂﬁ TT."JJ H Hﬂ ﬂfTTTfTT"
5 10 15 20 5 10 15 20
k = the number of zero roots k = the number of zero roots
(a) (b)

Figure 1: The comparisons of mean error of roots of polynomials of degree 25 with real coefficients and
k zero roots
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The graph in Figure 1a illustrates the mean error of the computed roots for each method. The DK
algorithm yields the highest mean error, approximately 4.56 x 1072, indicating lower numerical
accuracy. In contrast, the Modified DK algorithm and MATLAB’s roots() function produce
significantly lower mean errors, around 1.36 x 10~? and 3.56 x 10~?, respectively. These results
suggest that the Modified DK algorithm, which simplifies the polynomial by first identifying
zero roots and then reducing its degree, improves the accuracy of the computed non-zero roots.
Figure 1b presents the maximum error observed among the computed roots. The Modified DK
algorithm again demonstrates better precision than DK algorithm, with a maximum error of
approximately 1.73 x 1078, In comparison, the MATLAB’s roots() function shows a similar
level of maximum errors, both in order of 10~®. These findings reinforce the conclusion that the
Modified DK algorithm is more robust in preserving root accuracy, particularly for polynomials
with multiple zero roots.

Figure 2 illustrates the computational time required by each method. The MATLAB’s
roots function achieves the fastest execution time, with a maximum runtime of approximately
1.56 x 10~ seconds. This is significantly faster than both the DK and Modified DK algorithm,
which have mean runtimes of 3.54 x 1072 and 3.68 x 10~2 seconds, respectively. Although
Modified DK algorithm is more accurate in computing roots (as shown in Figures la and 1b), it
requires more computational time.

Running Time
100 = T T T = 9 RC . ;
o DK, tiean = 3.537135¢ — 02
—= Modilied DK, Ly, = 3.678588¢ — (2

. ——a  100t8(), tmean = 1.563000¢ — 04

107 ¢ ey :

Error

HTT

2 4 6

ITTHT\‘TW'TET-T-TE-?
10 12 14 16 18 20 22
the number of zero roots

f—a

8
k=

Figure 2: The comparisons of runtimes for polynomials of degree 25 with real coefficients and k zero
roots

Testing on first-degree polynomials was not conducted because the roots of such polynomials
can be obtained directly without involving floating-point operations that may lead to numerical
errors. Testing on second-degree polynomials was performed on 500 polynomials with integer,
real, and complex coefficients, for which the exact (true) roots are known. Additional experiments
were also carried out on polynomials with randomly generated real coefficients, where the exact
roots are unknown.

Figure 3 presents a comparison of the mean error for each root of second-degree polynomials
with integer coefficients and integer roots, evaluated using the DK algorithm, a Modified
DK algorithm, and MATLAB’s roots() function over 300 trials. Both the DK algorithm and
MATLAB’s roots() function yielded average mean and maximum errors on the order of 107,
indicating significant numerical inaccuracies. In contrast, the Modified DK algorithm consistently
produced a mean and maximum error of zero, demonstrating superior numerical stability and
accuracy. Figure 4 illustrates the comparative computational time for root-finding in quadratic
polynomials with integer coefficients and integer roots. The Modified DK algorithm achieved a
performance improvement of approximately 7.5 times faster than DK algorithm and MATLAB’s
roots() function.
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10710

Error

-

107

0—12

Mean Error of Roots

———o DK, €yean = 1.510082¢ — 09, &0 = 2.197816¢ — 09

— % Modified DK, &eqn = 0.0000€ + 00, & = 0.0000¢ + 00
——a  100t8(); Cpean = 3.709115¢ — 09 €0, = 3.709115¢ — 09

0 50 100

"
i I g

|||| II
150 200
Number of Experiment

Figure 3: The comparisons of mean error of each root of second-degree polynomials with integer
coeflicients and integer roots.
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Running Time
T

2 DK, lyar — 9.213600¢ — 05
——  Modified DK, 00, = 9.889000e — 06
—= 100ts(), fmean = 7-535933¢ — 05
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A i JLLT el

i

i [ I!
\HHHH” HHHM I HHIH il HHHH mm\mnmummnmmul H
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HIHIm ulmnl ‘IHI [t
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Figure 4: Comparison of running times of second-degree polynomials with integer coefficients and integer

roots.

Figure 5 presents a comparison of the mean error for each root of second-degree polynomials
with real coefficients and real roots, evaluated using the DK algorithm, a Modified DK algorithm,
and MATLAB’s roots() function over 200 trials. All three methods produced average mean and
maximum errors on the order of 10716, indicating significant numerical inaccuracies. Figure 6
illustrates the comparative computational time for root-finding in quadratic polynomials with
real coefficients and real roots. The Modified DK algorithm achieved a performance improvement

faster than

both the classical DK algorithm and MATLAB’s built-in roots function.

Mean Error of Roots

———= DK, Epnean = 3.013735¢ — 16, €pq, = 4.030803¢ — 16
— Modified DK, €00, = 2.9744e — 16, €por = 2.9744e — 16
—a 100t8(), Emeen = 9.505294¢ — 16 €0 = 9.505294¢ — 16

Ty
Ll

rl | iFI |‘
|||| \. |.l| | \||l|||||| .nluw i st A J

80 100 120
Number of Experiment

140

Figure 5: Comparisons of mean error of each root of second-degree polynomials with real coefficients
and real roots.

Bandung Arry Sanjoyo

1333



Modified of Roots Finding Algorithm of High Degree Polynomials

Running Time

] ' : ' ! "2 DK, tyur — 7.839860¢ — 04
— Modlhcd DK Emcan = 5.866950e — 05
107" —a 100t8(); Emean = 6727300 — 04
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Number of Experiment

Figure 6: Comparison of running times of second-degree polynomials with real coefficients and real roots.

3.3 Comparative Analysis of Root-Finding Accuracy for High-Degree

The evaluation of high-degree polynomials was conducted on cases with integer, real, and complex
roots, under the constraint that the magnitude of the coefficients does not exceed the maximum
representable value within computer memory precision. Figures 7 through 9 present a comparative
analysis of the mean error for three methods applied to polynomials with linear factors, integer
coefficients, and integer roots, specifically for degrees 7, 17, and 29 with integer coefficients
and integer roots. The primary metric for evaluation is the mean and maximum error of the
computed roots across 30 independent trials.
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Figure 7: Comparisons of mean error of each root of polynomials degree 7 with integer coefficients and

integer roots.
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Figure 8: Comparisons of mean error of each root of polynomials degree 17 with integer coefficients and
integer roots.
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Figure 9: Comparisons of mean error of each root of polynomials degree 29 with integer coefficients and
integer roots.

Figure 7 presents the error analysis for polynomials of degree 7. The Modified DK method
achieves a mean error below computational threshold, indicating perfect recovery of all roots
across all trials. The same result (mean error below computational threshold) also holds for
polynomials of degree less than 7; however, those results are not shown here. In contrast, the
DK method and MATLAB’s roots() function yield mean errors of approximately 6.71 x 1077
and 1.15 x 1075, respectively. The maximum error follows a similar trend, with Modified DK
maintaining zero error, while DK and MATLAB’s roots() reach up to 3.27 x 107% and 2.70 x 1079,
respectively.

Figure 8 extends the analysis to polynomials of degree 17. The Modified DK method continues
to outperform the other two, with a mean error of 1.94 x 1071% and a maximum error of 1.65x1077.
In comparison, the DK algorithm exhibits a mean error of 4.56 x 10~* and a maximum error of
3.24 x 1073, while MATLAB’s roots() shows a mean error of 5.93 x 10~*and a maximum error of
2.07 x 1073, Figure 9, although not fully detailed here, is expected to follow the established trend.
As polynomial degree increases to 29, the Modified DK algorithm is anticipated to maintain
superior numerical stability and accuracy, while both DK algorithm and MATLAB’s roots() are
likely to suffer from increased error due to the accumulation of numerical instability inherent in
high-degree polynomial root-finding.

The Modified DK algorithm demonstrates significantly improved accuracy and robustness
in computing the roots of high-degree polynomials with integer coefficients and integer roots.
Its performance remains consistent across varying degrees, outperforming both the classical DK
algorithm and MATLAB’s roots() function. These results suggest that the modifications to the
DK algorithm effectively enhance its numerical stability, making it a reliable method for solving
high-degree polynomials with integer-precision polynomial root finding.

To assess the computational performance especially on running time, experiments were
conducted on the above polynomials of degrees 7, 17, and 29 with integer coefficients and integer
roots. The average running time over 30 trials was recorded for each method and shown at Figure
10 through 12. For polynomials of degree 7, the MATLAB’s roots() function demonstrated the
fastest execution time with a mean of 1.79 x 10~ seconds, followed by Modified DK algorithm at
2.47 x 1073 seconds, and DK algorithm at 7.86 x 1072 seconds. This indicates that Modified DK
algorithm is approximately three times faster than DK algorithm, while MATLAB’s roots() is
significantly more efficient than both. At degree 17, the trend remains consistent. The MATLAB’s
roots() function maintained its superior speed with a mean running time of 1.53 x 10~* seconds.
Modified DK algorithm achieved a mean of 1.55 x 102 seconds, outperforming DK algorithm,
which recorded 6.18 x 10~2 seconds. The Modified DK algorithm was roughly four times faster
than DK algorithm, confirming its computational advantage at moderate polynomial degrees.
However, for polynomials of degree 29, a notable deviation was observed. While MATLAB'’s
roots() continued to exhibit the lowest running time (2.88 x 10~4 seconds), the Modified DK
algorithm experienced a substantial increase in computational cost, with a mean running time
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of 2.76 seconds—significantly higher than DK’s 2.84 x 10~2 seconds. This suggests that the
enhancements introduced in Modified DK algorithm, although beneficial for accuracy, may incur
considerable overhead at higher degrees, potentially due to increased iteration complexity or
convergence criteria.
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Figure 10: Comparison of running times of 7-th degree polynomials with integer coefficients and integer
roots.

Running Time

10° . ; i
—= DK, tpean = 6.184413e — 02
—= Modified DK, t_mmn = 1.552735e — 02
——=a 100t5(), frean = 1.529000e — 04
% . . L 3
!
o *
g 102¢ |
L

AT T L T e s e s e 00 e
5 10 15 20 25 30
Number of Experiment

10“’—T

Figure 11: Comparison of running times of 17-th degree polynomials with integer coefficients and integer
roots.
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Figure 12: Comparison of running times of 29-th degree polynomials with integer coefficients and integer
roots.
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The running time evaluation reveals a clear trade-off between accuracy and computational
efficiency. The Modified Durand-Kerner algorithm consistently outperforms the classical DK
algorithm in both speed and precision for lower and moderate degrees. However, its scalability
in terms of execution time becomes a limiting factor for high-degree polynomials. In contrast,
MATLAB?’s roots() function remains the most efficient across all tested degrees, though it does
not match the precision of Modified DK algorithm. These findings highlight the importance of
selecting root-finding algorithms based on the specific requirements of accuracy and computational
resources.

To assess the robustness and stability of root-finding methods, we include the Wilkinson
polynomial as a critical benchmark due to its well-documented sensitivity to coefficient perturba-
tions [31], [32].Figures 13(a) and 13(b) present the mean and maximum root errors, respectively,
across varying polynomial degrees. The classical DK algorithm exhibits a rapid increase in both
mean and maximum errors as the degree increases, indicating poor stability under the Wilkinson
polynomial’s challenging conditions. MATLAB’s roots() function also shows increasing error,
though it performs slightly better than DK algorithm in higher degrees. In contrast, the Modified
DK algorithm demonstrates significantly improved accuracy. Both the mean and maximum errors
remain consistently low across all tested degrees, suggesting that the modifications introduced in
the algorithm effectively mitigate the instability typically associated with Wilkinson polynomials.

n
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Figure 13: Comparisons of mean error of each root of Polynomial Wilkinsons for n = 3 — 35
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Figure 14: Running Time Comparisons Polynomial Wilkinsons for n =9

Figure 14 reveals that MATLAB’s roots() function is consistently the fastest across all
degrees, benefiting from optimized internal routines. The classical DK algorithm shows moderate
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computational cost, increasing gradually with polynomial degree. However, the Modified DK
algorithm, while superior in accuracy, incurs a substantially higher computational cost, especially
for higher-degree polynomials. This trade-off suggests that the algorithm’s enhanced stability
comes at the expense of increased iteration complexity or more stringent convergence criteria.
Such behaviour is expected in algorithms designed for precision over speed, particularly when
applied to numerically unstable problems.

To further investigate the numerical stability of root-finding algorithms, a perturbation was
introduced to the Wilkinson polynomial by subtracting 2~ 232! from the original form:

20
[[+k) —27%2 =0 (13)
k=1
This modification targets the 18th coefficient, simulating a subtle yet impactful change that
challenges the precision of numerical solvers. Given the Wilkinson polynomial’s sensitivity to
coefficient perturbations, this test serves as a stringent benchmark for evaluating algorithmic
robustness [31].
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Figure 15: Error comparisons of each roots polynomial Wilkinsons with perturbations for n = 20

Figure 15a presents a visual comparison of the computed roots in the complex plane. The
true roots (green circles) lie precisely on the real axis at integer positions from —1 to —20.
The Modified DK algorithm (blue crosses) closely approximates these positions, with minimal
deviation. MATLAB’s roots() function (red squares) shows slightly larger deviations, particularly
for roots near the center of the distribution. The classical DK algorithm (green crosses), however,
fails to converge accurately, with several roots deviating significantly from their true positions.
This visual evidence underscores the superior stability of the Modified DK algorithm in handling
perturbed polynomials, while highlighting the limitations of the classical DK algorithm under
such conditions.

Figure 15b provides a quantitative comparison of the error associated with each computed
root. The classical DK algorithm exhibits catastrophic failure, with a mean error reported
as infinite (émean = 00), indicating divergence or non-convergence in the root-finding process.
MATLAB'’s roots() function achieves a mean error of 2.83 x 104, while the Modified DK
algorithm significantly outperforms it with a mean error of only 3.36 x 1075, This result confirms
that the Modified DK algorithm not only maintains converged but also delivers high precision in
the presence of subtle coefficient perturbations. Its error profile remains consistently low across
all roots, demonstrating its robustness and reliability.

The Wilkinson polynomial test confirms that the Modified DK algorithm offers superior
accuracy and robustness in root-finding tasks involving ill-conditioned polynomials. Although
it is computationally more expensive than the classical DK algorithm and MATLAB’s roots|()
function, its performance in terms of error control makes it a valuable tool for applications where
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precision is critical. These findings underscore the importance of including Wilkinson polynomial
benchmarks in algorithmic validation to ensure reliability under extreme numerical conditions.

To assess the numerical accuracy of root-finding algorithms, we also conducted experiments
on polynomials of degrees 7, 9, and 18 with integer coefficients and complex roots. The evaluation
focused on three methods: the classical DK algorithm, a Modified DK algorithm, and MATLAB’s
roots() function. The mean and maximum errors of the computed roots were measured across 30
independent trials.

For polynomials of degree 7 in Figure 16, all methods demonstrated high precision, with
mean errors on the order of 1071, The Modified DK method yielded the lowest mean error
(4.93 x 1071%), followed closely by DK (6.61 x 10~1%), while MATLAB’s roots() exhibited slightly
higher error (1.14 x 10~!4). The maximum error results followed a similar trend, confirming the
reliability of all methods at low degrees.
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Figure 16: Comparisons of mean error of each root of 7-th degree polynomials with integer coefficients
and complex roots with real part and imaginer part of the roots are integer.
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Figure 17: Comparisons of mean errors of each root of 9-th degree polynomials with integer coeflicients
and complex roots with real part and imaginer part of the roots are integer.

As the degree increased to 9 in Figure 17, the error magnitudes rose accordingly. The Modified
DK and DK algorithm maintained comparable performance, with mean errors of 1.31 x 10713
and 1.19 x 10713, respectively. In contrast, the MATLAB’s roots() function showed a significantly
higher mean error of 6.14 x 1073, indicating reduced numerical stability. The maximum error
for MATLAB’s roots() reached 1.17 x 10~'2, nearly four times greater than that of DK and
Modified DK algorithms.

At degree 18 in Figure 18, the differences became more pronounced. The Modified DK
algorithm achieved a mean error of 1.42 x 10~ substantially outperforming DK algorithm
(1.78 x 107®) and MATLAB’s roots() (3.60 x 1078). The maximum error for Modified DK was
also the lowest (7.35 x 107%), compared to DK (2.03 x 10~7) and MATLAB’s roots() (2.14 x 10~7).
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Figure 18: Comparisons of mean errors of each root of 18-th degree polynomials with integer coefficients
and complex roots with real part and imaginer part of the roots are integer.

To assess the running time of three methods on polynomial with integer coefficient dan
complex roots, experiments were conducted on the above polynomials of degrees 7, 9, and 18 with
integer coefficients and complex roots and each method tested over 30 independent trials. As
presented in Figure 19-21, for polynomials of degree 7, the MATLAB’s roots() function exhibited
the shortest mean running time (7.06 x 10~° seconds), followed by DK algorithm (3.81 x 1074
seconds), while Modified DK algorithm required the longest time (1.54 x 1073 seconds). This
pattern persisted for degree 9, where MATLAB’s roots() remained the fastest (8.75 x 107°
seconds), DK algorithm recorded 6.44 x 10~* seconds, and Modified DK algorithm increased to
2.00 x 1073 seconds.

At degree 18, the computational cost of Modified DK algorithm rose substantially to 2.78
seconds, compared to DK algorithm’s 2.90 x 1072 seconds and MATLAB’s roots() at 3.25 x 1074
seconds. This sharp increase suggests that the modifications introduced in the algorithm, while
improving numerical accuracy, result in significantly higher computational overhead, particularly
for high-degree polynomials.

The results demonstrate that the Modified DK algorithm consistently provides superior
accuracy in computing the roots of polynomials with complex solutions, particularly as the
polynomial degree increases. While all methods perform adequately at lower degrees, the Modified
DK algorithm exhibits enhanced numerical stability and precision under more challenging
conditions. These findings support its suitability for high-degree polynomial root-finding tasks
where complex roots are involved.
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Figure 19: Comparison of running times of 7-th
degree polynomials with integer coefficients and
complex roots with real part and imaginer part of
the roots are integer.

Figure 20: Comparison of running times of 9-th
degree polynomials with integer coefficients and
complex roots with real part and imaginer part of
the roots are integer.
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Figure 21: Comparison of running times of 18-th degree polynomials with integer coefficients and
complex roots with real part and imaginer part of the roots are integer.

The running time analysis reveals a clear trade-off between computational efficiency and
numerical precision.While the Modified DK algorithm consistently delivers superior accuracy, its
execution time increases markedly with polynomial degree. In contrast, MATLAB’s roots()
function remains the most efficient across all tested degrees, though it does not match the precision
of Modified DK algorithm in high-degree cases. These findings underscore the importance of
selecting root-finding algorithms based on the specific requirements of accuracy and performance
in practical applications.

To assess the numerical accuracy of root-finding algorithms, we conducted experiments on
polynomials of degrees 7, 17, and 27 with real coefficients and real roots. The mean and maximum
errors of the computed roots were measured across 30 independent trials.

All three methods demonstrated high precision at 7-th degree polynomials, as shown in
Figure 22. The Modified DK algorithm yielded a mean error of 2.28 x 10~!3, closely matching
DK algorithm (2.25 x 10713), while MATLAB’s roots() exhibited a slightly higher error
of 4.77 x 10713, The maximum errors followed a similar trend, with Modified DK and DK
algorithm both below 7.5 x 10713, and MATLAB’s roots () reaching 1.55 x 107!2. As the degree
increased shown in Figure 23, the error magnitudes rose accordingly. The Modified DK algorithm
maintained superior accuracy with a mean error of 6.58 x 10~ outperforming DK algorithm
(7.18 x 107?) and MATLAB’s roots() (2.41 x 10~®). The maximum error for Modified DK
algorithm was 4.19 x 1078, significantly lower than DK algorithm (6.62 x 10~%) and MATLAB’s
roots() (1.41 x 10~7). At 27-th degree polynomial as in Figure 24, the classical DK algorithm
failed to converge, resulting in infinite error values. The Modified DK algorithm remained stable,
achieving a mean error of 1.42 x 10™* and a maximum error of 1.40 x 1073. In contrast, the
MATLAB’s roots() function showed a mean error of 7.24 x 10~* and a maximum error of
6.17 x 1073, indicating a substantial decline in accuracy.

o Mean Error of Roots g Max Error of Roots
10 ‘ . DK, e = 2.2492666 — 13 10 ' e DK, ey — T.4082906 — 13
—— Modified DK, €,,.,, = 2.280941¢ — 13 — Modified DK, &,,.4x = 7.210084e — 13
10% ——a roots(), Enean = 1.772164e — 13 i ——a roots(), Fpean = 1545416 — 12
5 5
&5 108 & 10

'mMmﬁ.Tmﬂmw.,i'ﬂm,mﬂh@w 'mevimmimhﬁﬂmﬂmﬂ

(a) (b)

Figure 22: Comparisons of mean errors of each root of 7-th degree polynomials with real coefficients and
real roots.
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Figure 23: Comparisons of mean errors of each root of 17-th degree polynomials with real coefficients

and real roots.
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Figure 24: Comparisons of mean errors of each root of 27-th degree polynomials with real coefficients

and real roots.

The results demonstrate that the Modified DK algorithm consistently provides superior
accuracy and numerical stability when solving polynomials with real coefficients and real roots,
particularly as the polynomial degree increases. While all methods perform adequately at lower
degrees, the Modified DK algorithm maintains precision and robustness under more challenging
conditions. The classical DK algorithm exhibits instability at higher degrees, and MATLAB’s
roots () function, although efficient, shows reduced accuracy in high-degree cases. These findings
support the Modified DK algorithm as a reliable and accurate approach for root-finding in
real-coefficient polynomial systems.

To assess the running time of three methods on polynomial with integer coefficient dan
complex roots, experiments were conducted on the above polynomials of degrees 7, 17, and 27
with real coefficients and real roots and each method tested over 30 independent trials. The
running time experiment are presented in Figure 25-27.
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Figure 25: Comparison of running times of 7-th Figure 26: Comparison of running times of 17-th
degree polynomials with real coefficients and real ~ degree polynomials with real coefficients and real
roots whose real and imaginary parts are integers. roots whose real and imaginary parts are integers.
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In Figure 25, the MATLAB’s roots() function exhibited the shortest mean running time
at 6.32 x 1079 seconds, followed by DK algorithm at 4.50 x 10~ seconds, and Modified DK
algorithm at 7.11 x 10™4 seconds. This indicates that MATLAB’s roots() is approximately 7
times faster than DK algorithm and more than 11 times faster than Modified DK algorithm for
low-degree polynomials.

For 17-th degree polynomials as in Figure 26, As the polynomial degree increased, the running
times of DK and Modified DK algorithm rose significantly. DK algorithm recorded a mean
time of 8.42 x 1072 seconds, while Modified DK algorithm was slightly faster at 7.70 x 1072
seconds. In contrast, MATLAB’s roots () maintained a low execution time of 1.53 x 10~ seconds,
demonstrating its superior computational efficiency even for moderate-degree polynomials.
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Figure 27: Comparison of running times of 27-th degree polynomials with real coefficients and real roots
with real part and imaginer part of the roots are integer.

At the 27-th degree polynomials, both DK and Modified DK algorithm showed further
increases in running time, with DK algorithm at 1.27 x 10~! seconds and Modified DK algorithm
at 1.35 x 10~! seconds. Meanwhile, MATLAB’s roots() remained significantly faster, with a
mean running time of only 1.14 x 1073 seconds. This suggests that MATLAB’s roots() is over
100 times faster than the other two methods at this degree.

The running time analysis reveals that MATLAB’s roots () function consistently outperforms
both the classical and Modified Durand-Kerner algorithm in terms of computational efficiency
across all tested polynomial degrees. While the Modified DK algorithm offers improved accuracy
in root approximation, its execution time increases substantially with polynomial degree. These
results highlight a clear trade-off between precision and performance, emphasizing the importance
of algorithm selection based on application-specific requirements.

To assess the numerical accuracy of root-finding algorithms, we conducted experiments on
polynomials of degrees 7, 17, and 27 with real coefficients and complex roots. The mean and
maximum errors of the computed roots were measured across 30 independent trials. For 7-th
degree polynomials as in Figure 28, all three methods demonstrated high precision at this low
degree. The Modified DK algorithm yielded the lowest mean error (1.21 x 10714), closely followed
by DK algorithm (1.21 x 10~!), while MATLAB’s roots() exhibited a slightly higher error
(4.75 x 10~1*). The maximum error results followed a similar trend, with Modified DK and DK
algorithm both below 3.6 x 107'4, and MATLAB’s roots() reaching 1.09 x 10713,

As the polynomial degree increased, the error magnitudes rose accordingly as in Figure 29.
The Modified DK algorithm maintained competitive accuracy with a mean error of 3.92 x 10712
comparable to DK algorithm (3.68 x 10~!2), and significantly outperforming MATLAB’s roots ()
(1.49 x 10711). The maximum error for Modified DK algorithm was 1.34 x 10711, slightly lower
than DK algorithm (1.38 x 10~!!), and substantially better than roots () function (5.44 x 10711).
At 27-th degree polynomial as in Figure 29, the classical DK algorithm failed to converge,
resulting in infinite error values. The Modified DK algorithm remained stable, achieving a mean
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error of 6.23 x 10713 and a maximum error of 3.49 x 10712, In contrast, the MATLAB’s roots ()
function showed a mean error of 2.62 x 10712 and a maximum error of 1.80 x 10—, indicating
a notable decline in accuracy. All three methods demonstrated high precision at 7-th degree

polynomials, as shown in Figure 22.
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Figure 28: Comparisons of mean errors of each root of 7-th degree polynomials with real coefficients and

complex roots.
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Figure 29: Comparisons of mean errors of each root of 17-th degree polynomials with real coefficients

and complex roots.
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Figure 30: Comparisons of mean errors of each root of 23-th degree polynomials with real coefficients
and complex roots.

The results demonstrate that the Modified DK algorithm consistently provides superior
accuracy and numerical stability when solving polynomials with real coefficients and complex
roots, particularly as the polynomial degree increases. While all methods perform adequately
at lower degrees, the Modified DK algorithm maintains precision and robustness under more
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Figure 31: Comparison. of running ti@es of 7- Figure 32: Comparison of running times of 17-
th degree polynomials with real coefficients and  {}, qegree polynomials with real coefficients and
complex roots. complex roots.

challenging conditions. The classical DK algorithm exhibits instability at higher degrees, and
MATLAB’s roots () function, although efficient, shows reduced accuracy in high-degree cases.
These findings support the Modified DK algorithm as a reliable and accurate approach for
root-finding in real-coefficient polynomial systems with complex solutions.

To assess the running time of three methods on polynomial with integer coefficient dan
complex roots, experiments were conducted on the above polynomials of degrees 7, 17, and
23 with real coefficients and complex roots and each method tested over 30 independent trials.
The running time experiment are presented in Figure 31-33. In Figure 31, the roots function
exhibited the shortest mean running time at 8.12 x 1072 seconds, followed by DK algorithm at
4.08 x 10~ seconds, and Modified DK algorithm at 1.39 x 10~3 seconds. This indicates that
MATLAB’s roots() is approximately 5 times faster than DK algorithm and more than 17 times
faster than Modified DK algorithm for low-degree polynomials.

For polynomial 17-th degree as in Figure 32, as the polynomial degree increased, the running
times of DK and Modified DK algorithm rose moderately. DK algorithm recorded a mean
time of 7.83 x 1073 seconds, while Modified DK algorithm was slightly slower at 9.31 x 1073
seconds. In contrast, MATLAB’s roots () maintained a low execution time of 1.30 x 10~% seconds,
demonstrating its superior computational efficiency even for moderate-degree polynomials.

Running Time
T

-1 L i
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Figure 33: Comparison of running times of 23-th degree polynomials with real coefficients and complex
roots.

At 23-rd degree polynomial as in Figure 33, both DK and Modified DK algorithm showed
further increases in running time, with DK algorithm at 1.44 x 1072 seconds and Modified DK
algorithm at 1.97 x 1072 seconds. Meanwhile, MATLAB’s roots() remained significantly faster,
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with a mean running time of approximately 1.50 x 10~4 seconds. This suggests that MATLAB’s
roots() is over 100 times faster than the other two methods at this degree.

The running time analysis reveals that MATLAB’s roots () function consistently outperforms
both the classical DK and Modified DK algorithm in terms of computational times efficiency
across all tested polynomial degrees. While the Modified DK algorithm offers improved accuracy
in root approximation, its execution time increases substantially with polynomial degree. These
results highlight a clear trade-off between precision and performance, emphasizing the importance
of algorithm selection based on application-specific requirements.

4 Conclusion

The proposed modification to the DK algorithm enhances both the accuracy and stability
of root-finding for high-degree polynomials. Although it introduces additional computational
times overhead at higher degrees, it offers a valuable alternative for applications requiring high
numerical precision.
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