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ABSTRACT

Likert-type scale data are ordinal data and are commonly used to measure latent constructs in the educational, social, and behavioral sciences. The ordinal observed variables are often treated as continuous variables in factor analysis, which may cause misleading statistical inferences. Two robust estimators, i.e., unweighted least squares (ULS) and diagonally weighted least squares (DWLS) have been developed to deal with ordinal data in confirmatory factor analysis (CFA). In this research, we conduct an extensive simulation study to examine the impact of ULS and DWLS estimations in the accuracy of parameter estimates as well as the model fit measures by varying the number of Likert scale points. We use synthetic data generated in a Monte Carlo experiment to explore the behavior of these methods (DWLS and ULS) and compare their performance with normal theory-based ML and GLS (generalized least squares) under different levels of experimental conditions. The simulation results indicate that both DWLS and ULS yield consistently accurate parameter estimates across all conditions considered. The Likert data can be treated as a continuous variable under ML or GLS when using at least five Likert scale points to produce trivial bias. However, these methods generally fail to provide a satisfactory fit. Furthermore, we provide empirical studies in the field of psychological measurement data to present how theoretical and statistical instances have to be taken into consideration when ordinal data are used in the CFA model.
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INTRODUCTION

Factor Analysis such as CFA is often used in various fields, including social science, economics, and psychology to validate survey instruments. CFA is developed from the concept of Exploratory Factor Analysis (EFA) where researchers have the hypothesized model based on theory or previous analytical research. The model should be specified before analysis regarding the number of factors in the model, the number of indicators reflecting each factor, and whether a relationship exists between these factors. Factor analysis plays an important role to provide evidence of construct validity and information about the internal structure of the measurement instrument [1] [2]. Thompson [3] stated that CFA is also known as a measurement model which is an important component of the structural equation model (SEM) class, describing how the measured indicators can reflect a latent variable/construct. The measurement model describes how the latent variable depends on the indication of the observed variable which also explains the measurement properties such as the validity and reliability of the observed variable [4].
A questionnaire is one of the tools in quantitative research that is generally used to study latent constructs through their observed indicators. The indicators are collected through a series of questions in the form of a questionnaire measured on a Likert-type scale. This scale offers a series of fixed-choice options where there is a rank order between the choices given [5]. The results of measuring data using a Likert scale are also known as ordinal data.

When collecting data with a Likert scale for analysis, researchers tend to ignore the actual data structure and treat it like a continuous variable since the methods designed for continuous variables tend to be easy to apply and easy to use. In this case, the Maximum Likelihood (ML) method is used to estimate the model parameters [6]. The ML method is the most popular since it gives asymptotic unbiased results and consistent parameter estimates [7] [8] [9] [10]. However, this method uses Pearson correlation which requires the assumption of continuous measurement for both latent and observed variables. Pearson correlation also tends to underestimate the true correlation between ordinal variables. However, in principle, this method cannot be directly applied to ordinal data because the characteristics of the data itself tend to be different. Several theories and estimation methods are available which are designed to handle ordinal data, such as DWLS (Diagonally Weighted Least Squares) and ULS (Unweighted Least Squares).

Several studies have addressed the comparison between ULS and DWLS performance in finite samples [11] [12] [13] [14]. All these studies have certain limitations in that they did not compare with standard estimation procedures such as ML or GLS. As of today, many researchers are still in their comfort zone using the standard estimation, knowing that the observed variables violated the normal assumption. In Maydeu-Olivers [11] study only considered a non-standard model, whereas Tate [12] considered one replication per condition. The other two studies only considered a certain condition in terms of the number of categories used per indicator.

To conduct further research in this area, an extensive simulation study was conducted to examine the impact of ULS and DWLS estimations in the accuracy of parameter estimates as well as the model fit measures by varying the number of Likert scale points. In addition, ML and GLS were also compared to give the readers insight into the risk of treating ordinal data as a continuous variable in the factor analysis.

METHODS

This research was implemented as a Monte Carlo simulation study, where it involves creating data by pseudo-random sampling to study the behavior of statistical methods under various conditions [15]. In this study, we evaluate the performance of CFA estimation methods under different experimental conditions. In addition, numerical examples using secondary data are also considered to support the findings.

Estimation Methods

The most common method used for parameter estimation in the CFA model is the maximum likelihood (ML). It is used more frequently in many research as it has many desirable statistical properties, including asymptotic unbiasedness, asymptotic consistency, asymptotic normality, and asymptotic efficiency. The ML estimation method assumes that the observed indicators are multivariate normally distributed and measured on continuous scales [16]. To estimate the model parameters (θ), ML maximizes the likelihood function of the observed data, or equivalently minimizes the following function [7]:

\[
\hat{\theta} = \arg \max_{\theta} \prod_{i=1}^{n} f(x_i | \theta)
\]
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\[ F_{ML} = \log |\Sigma(\theta)| - \log |S| + \text{tr}(S\Sigma(\theta)^{-1}) - k, \]  

(1)

where \( S \) is the sample variance-covariance matrix, \( \Sigma(\theta) \) is the model implied covariance matrix, and \( k \) is the number of observed indicators.

Generalized Least Squares (GLS) is another estimation method that assumes the multivariate normality of the data similar to ML. The model parameters are estimated by minimizing the following function:

\[ F_{GLS} = \frac{1}{2} \text{tr}(S - \Sigma(\theta)S^{-1})^2. \]  

(2)

The main difference between the two estimators is that the sample covariance matrix is used in the weight matrix instead of the model-implied covariance matrix. However, this estimator provides a better empirical fit than ML when the models are misspecified [17] [18] [19].

The assumptions of normality and continuous scales are often violated since many research, such as psychology, social sciences, and educational research, use Likert scales to measure observable variables. Likert-type scales are categorical (ordinal) data where the response categories have a rank order, i.e., one score can be said to be higher than another but not the distance between the two scores. If the assumption is not satisfied, then the resulting CFA model may not be reliable and the conclusion obtained can be misleading.

Alternative estimators available are DWLS and ULS, which have been suggested to deal with ordinal data [20] [6]. When the data are treated as categorical (ordinal), correlation structure is involved instead of covariance structure and the model is fitted to polychoric correlations. Both methods share a similar fit function, i.e., least-square function to estimate the model parameters involving minimizing the following objective function:

\[ F = (S - \sigma(\theta))'W(S - \sigma(\theta)), \]  

(3)

where \( W \) is the weight matrix and \( (S - \sigma(\theta)) \) denotes the difference between the population threshold and polychoric correlations and those implied by the model. The weight matrix \( W \) determines the minimization procedure. When the choice of \( W \) is the identity matrix, the method is known as ULS (Muthen, 1993). A second choice is \( W = (\text{diag}(\Gamma))^{-1/2} \) known as DWLS. It uses the elements in the diagonal matrix of the estimated polychoric correlations (the estimated variances) as the weights [21].

Simulation Design

Monte Carlo simulation studies were carried out to compare the impact of various estimation methods (ML, GLS, ULS, and DWLS) on the CFA model by manipulating four experimental factors, i.e., the number of latent variables or factors, number of items, the number of response categories, and sample sizes. More specifically, we are interested in evaluating four popular model fit indices (i.e., Chi-square test, RMSEA, CFI, and TLI) and also bias in factor loadings across different experimental conditions.

Different CFA models were generated under different settings of dimensionality, i.e., a one-factor model and a correlated two-factor model. Each factor was measured by four and eight ordinal observed indicators. At least four indicators are necessary for a one-factor model to be (over-)identified. Additionally, it was found to have optimal
accuracy of parameter estimates and marginally improved by adding more indicators [22]. The coefficients of factor loadings on the same factor were varied from low to high loadings, i.e., 0.5 to 0.9, to mimic real-world data as it is very rarely happened to have constant factor loadings on the same factor. It was also suggested from many empirical research and simulation studies were reported standardized factor loadings range from 0.4 to 0.9 [23] [24] [25]. For a two-factor model, the inter-factor correlation was set to have a moderate correlation of 0.4. The factor variances were all set equal to 1 in the population. Four different sample sizes are considered from low to large samples: $N = 100, 200, 500, 1000$ [26]. All generated models assumed symmetric observed distributions generated from normal latent response distribution. To investigate the influence of categorization or the number of Likert scale points ($c$), each indicator was generated by considering $c = 2, 3, \ldots, 10$ categories.

A total of 144 experimental conditions ($2 \times 2 \times 9 \times 4$) was created in this study by considering the combination of the four experimental factors, i.e., number of factors ($f = 1, 2$), number of items ($i = 4, 8$) number of categories ($c = 2, \ldots, 10$), and sample sizes ($N = 100, 200, 500, 1000$) [26]. Each experimental condition was evaluated by generating 500 datasets. All data were generated using Mplus while CFA model evaluations were carried out using the 'lavaan' package in R [27] [28].

Outcome Variables

In this study, a model assessment was done on parameter estimates and model fit. For each experimental condition, parameter estimates including factor loadings and inter-factor correlation were examined. The bias, i.e., the difference between the estimated ($\hat{\theta}$) and true parameter ($\theta$), were computed to evaluate the performance of the four estimation methods. The average absolute relative bias (ARB) was considered to take into account the magnitude of the true parameter value. Let $\hat{\theta}_{ij}$ be the parameter estimates of the $j$th parameter ($1, 2, \ldots, p$) in the $i$th replicate ($i = 1, 2, \ldots, R$). The ARB can be expressed as follows [29]:

$$ARB = \frac{1}{R} \sum_{i=1}^{R} \left( \frac{1}{p} \sum_{j=1}^{p} \frac{|\hat{\theta}_{ij} - \theta_j|}{\theta_j} \right). \quad (4)$$

A trivial bias is indicated with an ARB value less than 5%, a moderate bias is indicated with an ARB value between 5% and 10%, and a substantial bias is indicated with an ARB value above 10% [30] [31].

To assess model fit, the Chi-square test and RMSEA were evaluated in terms of the rate of rejection (Type I Error) of the proposed model. A rate of rejection greater than 5% indicates inflated Type I error rates, showing that the test statistics may have been underestimated. Other fit indices such as TLI and CFI were evaluated by averaging across $R$ replications. They were also computed as the proportion of satisfactory fit across $R$ replications ($\text{TLI} / \text{CFI} > 0.9$).

RESULTS AND DISCUSSION

Parameter Estimation

The results of average relative bias (ARB%) values for factor loadings for each estimation method depending on the number of Likert scale points are presented in Figure 1 and 2. When ordinal indicators were treated as continuous, the number of Likert
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scale points had an impact on the accuracy of the estimated factor loadings, whether ML or GLS estimations were used. The estimated factor loadings suffered from a downward bias with a fewer number of Likert scale points ($c < 5$) and the bias increased dramatically when only considering two categories in the observed indicator variable. Increasing sample size did not seem to reduce the bias. Using at least five response categories produced moderate bias since the ARB values were less than 10%. The accuracy of parameter estimates improved with the increased number of response categories. The factor loadings were essentially unbiased with nine or ten response categories under ML and GLS.

The DWLS and ULS estimation methods were superior to the other two methods. Both methods consistently provided more accurate factor loadings, evidenced by their smaller ARB values. The resulting bias was trivial even in the condition of a small sample size ($N = 100$). Unlike ML and GLS, the number of Likert scale points did not influence the accuracy. The bias remained stable below 5% across a different number of response categories. In general, both methods appeared to perform well under various conditions.

The impact of the number of indicators to measure a latent construct on the accuracy of factor loading estimates can be notably seen in the one-factor model. The bias decreased as more indicators were used based on DWLS and ULS methods. In contrast, the ARB values were generally larger when using more indicators under ML and GLS. In a two-factor model, the bias was relatively similar whether 4- or 8- indicators per factor were used.

![Figure 1](image_url)  
*Figure 1.* Plot of ARB(%) for factor loadings by varying the number of Likert scale points, the number of indicators per factor, and sample size, for a one-factor model.
A Monte Carlo Simulation Study to Assess Estimation Methods in CFA on Ordinal Data

Figure 2. Plot of ARB(%) for factor loadings by varying the number of Likert scale points, the number of indicators per factor, and sample size, for a two-factor model.

The ARB values for inter-factor correlations in two-factor models are presented in Figure 3 by varying the number of indicators, the number of Likert scale points, and sample size. The plots also show a comparison of the performance between the four different estimation methods. Similar to factor loadings, the number of Likert scale points appeared to have an impact on the estimated inter-factor correlations. ML and GLS methods performed equally worst in estimating the correlation between the two factors in the condition when two-response categories were used since they substantially underestimated the true correlation parameter (ARB < −10%). The ARB values can be improved by increasing sample size; however, the resulting estimates were still biased. In the case of five or more response categories, both methods were able to achieve accuracy in the inter-factor correlation estimates with trivial bias. Higher accuracy was obtained as the sample size increased. It is interesting to see that the ML estimator generally produced negative bias while in contrast, GLS produced positive bias. Meanwhile, the inter-factor correlation bias was consistently lower under DWLS and ULS and essentially unbiased across different scenarios. A larger sample size reduced relative bias, particularly in a two-factor model with four indicators per factor.
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Figure 3. Plot of ARB(%) for inter-factor correlations by varying the number of Likert scale points and sample sizes for a two-factor model with four and eight indicators per factor.

Model Fit

Figure 4 and 5 present rejection rates associated with RMSEA and Chi-square test (note that not all experimental condition’s results are shown here for brevity). The empirical type I error for the Chi-square test under ML and GLS estimation methods were well within the range of 0.03 and 0.10, which is very near to the nominal value of type I error ($\alpha = 0.05$) when considering four indicators per factor. The rate was the highest for a larger sample size, particularly for two response categories. Increasing the number of Likert scale points, the type I error was able to be controlled at a 5% level. In contrast, the type I error inflated along with the increase in the use of several indicators per factor, particularly for small sample sizes and under the ML method. GLS performed generally better than ML within this similar condition. Overall, DWLS worked well in maintaining Chi-square type I error rates across most experimental conditions. In contrast, the RMSEA fit indices were found to be insensitive to most conditions of the study. The rejection rates were consistently below 0.05, regardless of the estimation methods used. Except for the ULS method, which was found with poor performance in the condition of small sample size ($N = 100$) and two response categories.

The proportions of TLI and CLI values greater than 0.9 across 500 data generations obtained from fitting a one-factor model is displayed in Figure 6. Other models are not shown here since the resulting TLI and CLI was pretty much similar. The estimation methods did not influence both CFI and TLI values in larger sample sizes ($N \geq 500$), since they performed consistently well with a proportion above 0.9. In smaller sample sizes, GLS was the most conservative one compared to other methods concerning the TLI index. This suggests that the model fit worse based on GLS when the models were correctly specified. As the level of response categories increased, GLS was able to improve its TLI performance, but still below a satisfactory level. Again, both DWLS and ULS were able to maintain their consistency concerning TLI and CFI indices above 0.9 across different experimental conditions.
Figure 4. Plot of rejection rate from Chi-Square test and RMSEA for a one-factor model with 4 indicators per factor.

Figure 5. Plot of rejection rate from Chi-Square test and RMSEA for a two-factor model with 8 indicators per factor.

Figure 6. Plot of a proportion of TLI/CLI values above 0.9 for a one-factor model with 4 indicators per factor.
Empirical Studies

To support the findings from the simulation studies, empirical studies were carried out using available data from open-source psychometrics projects (https://openpsychometrics.org/rawdata/) [32]. Three datasets were considered. The first dataset was collected from the Taylor Manifest Anxiety Scale (TMAS). It consisted of 50 true-false statements to identify the eligibility criteria for individuals for enrolling in the stress studies and other related psychological phenomena [33]. The second dataset was obtained from the Nature Relatedness Scale (NR-6) to measure how an individual’s trait level of feeling emotionally connected to nature [34]. The test consisted of six statements of opinions rated on a five-point scale of how many people agree with each of the statements. The third dataset was collected from the Right-wing Authoritarianism Scale (RWAS) to understand the psychologies of fascist regimes and their followers [35] [36]. A total of 22 statements of opinions was used in the test rated on a nine-point scale from very strongly disagree (1) to very strongly agree (9). Not all observations in the datasets are used in building the CFA models, but instead, the samples were randomly selected from the main datasets, thus each study using 750-1500 observations.

Table 1 summarizes model fit indices from fitting a one-factor model to the three studies. The Chi-square tests were not able to detect a good fit model across all studies. This can be expected since the test is highly sensitive to sample size. Alternatively, RMSEA statistics can be used to assess model fit. In the TMAS study, the estimated RMSEA value based on ULS was above 0.05 or associated with a p-value < 0.001, indicating a poor fit. This is in line with the findings in Figure 5, that ULS performed the worst when two response categories are used. Concerning CFI and TLI indices, both ML and GLS were not able to reach satisfactory fit since both values were below 0.9, particularly the TLI index obtained from the GLS method showed a strong underestimation. This is in agreement with the results shown in Figure 6. DWLS outperformed the other methods in the study with two Likert scale points. Meanwhile, in the NR-6 and RWAS studies, both DWLS and ULS performed almost equally well. In the case of the RWAS study, only ULS indicated a good fit based on RMSEA criteria. The associated factor loading estimates are reported in Table 2. All loadings were statistically significant at a 5% level, irrespective of the estimation methods used. However, all coefficients based on ML and GLS were consistently lower than DWLS and ULS.

Table 1. Summary of model fit indices for TMAS, NR-6, and RWAS studies (cases in boldface indicated a good model fit)

<table>
<thead>
<tr>
<th>Study</th>
<th>Estimation Method</th>
<th>Chi-square Test</th>
<th>RMSEA</th>
<th>CFI</th>
<th>TLI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>statistic</td>
<td>df</td>
<td>p-value</td>
<td>statistic</td>
</tr>
<tr>
<td>TMAS</td>
<td>ML</td>
<td>14494.4</td>
<td>1175</td>
<td>&lt;0.001</td>
<td>0.050</td>
</tr>
<tr>
<td>(50 indicators, 2-point scale)</td>
<td>GLS</td>
<td>8369.3</td>
<td>1175</td>
<td>&lt;0.001</td>
<td>0.037</td>
</tr>
<tr>
<td></td>
<td>DWLS</td>
<td>13559.6</td>
<td>1175</td>
<td>&lt;0.001</td>
<td>0.049</td>
</tr>
<tr>
<td>NR-6</td>
<td>ULS</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.070</td>
</tr>
<tr>
<td>(6 indicators, 5-point scale)</td>
<td>ML</td>
<td>133.5</td>
<td>9</td>
<td>&lt;0.001</td>
<td>0.095</td>
</tr>
<tr>
<td></td>
<td>GLS</td>
<td>117.9</td>
<td>9</td>
<td>&lt;0.001</td>
<td>0.089</td>
</tr>
<tr>
<td></td>
<td>DWLS</td>
<td>62.2</td>
<td>9</td>
<td>&lt;0.001</td>
<td>0.062</td>
</tr>
<tr>
<td>RWAS</td>
<td>ULS</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.043</td>
</tr>
<tr>
<td>(22 indicators, 9-point scale)</td>
<td>ML</td>
<td>1923.6</td>
<td>209</td>
<td>&lt;0.001</td>
<td>0.105</td>
</tr>
<tr>
<td></td>
<td>GLS</td>
<td>1017.0</td>
<td>209</td>
<td>&lt;0.001</td>
<td>0.072</td>
</tr>
<tr>
<td></td>
<td>DWLS</td>
<td>1361.8</td>
<td>209</td>
<td>&lt;0.001</td>
<td>0.087</td>
</tr>
<tr>
<td></td>
<td>ULS</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.050</td>
</tr>
</tbody>
</table>
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Table 2. Estimated standardized factor loadings for TMAS, NR-6, and RWAS studies (only the first five-factor loadings are presented)

<table>
<thead>
<tr>
<th>Study</th>
<th>Indicator</th>
<th>ML</th>
<th>GLS</th>
<th>DWLS</th>
<th>ULS</th>
</tr>
</thead>
<tbody>
<tr>
<td>TMAS</td>
<td>TMAS1</td>
<td>0.320</td>
<td>0.334</td>
<td>0.417</td>
<td>0.419</td>
</tr>
<tr>
<td></td>
<td>TMAS2</td>
<td>0.324</td>
<td>0.353</td>
<td>0.451</td>
<td>0.444</td>
</tr>
<tr>
<td></td>
<td>TMAS3</td>
<td>0.258</td>
<td>0.266</td>
<td>0.337</td>
<td>0.344</td>
</tr>
<tr>
<td></td>
<td>TMAS4</td>
<td>0.339</td>
<td>0.353</td>
<td>0.450</td>
<td>0.449</td>
</tr>
<tr>
<td></td>
<td>TMAS5</td>
<td>0.277</td>
<td>0.285</td>
<td>0.358</td>
<td>0.361</td>
</tr>
<tr>
<td>NR-6</td>
<td>NR-61</td>
<td>0.503</td>
<td>0.527</td>
<td>0.557</td>
<td>0.560</td>
</tr>
<tr>
<td></td>
<td>NR-62</td>
<td>0.540</td>
<td>0.546</td>
<td>0.586</td>
<td>0.588</td>
</tr>
<tr>
<td></td>
<td>NR-63</td>
<td>0.779</td>
<td>0.793</td>
<td>0.837</td>
<td>0.805</td>
</tr>
<tr>
<td></td>
<td>NR-64</td>
<td>0.598</td>
<td>0.622</td>
<td>0.726</td>
<td>0.733</td>
</tr>
<tr>
<td></td>
<td>NR-65</td>
<td>0.848</td>
<td>0.846</td>
<td>0.891</td>
<td>0.899</td>
</tr>
<tr>
<td>RWAS</td>
<td>RWAS1</td>
<td>0.559</td>
<td>0.660</td>
<td>0.638</td>
<td>0.612</td>
</tr>
<tr>
<td></td>
<td>RWAS2</td>
<td>0.715</td>
<td>0.792</td>
<td>0.798</td>
<td>0.791</td>
</tr>
<tr>
<td></td>
<td>RWAS3</td>
<td>0.806</td>
<td>0.857</td>
<td>0.859</td>
<td>0.834</td>
</tr>
<tr>
<td></td>
<td>RWAS4</td>
<td>0.757</td>
<td>0.811</td>
<td>0.831</td>
<td>0.820</td>
</tr>
<tr>
<td></td>
<td>RWAS5</td>
<td>0.672</td>
<td>0.771</td>
<td>0.737</td>
<td>0.715</td>
</tr>
</tbody>
</table>

Discussion

The comparison of CFA model performance using different estimation methods (ML, GLS, DWLS, and ULS) was discussed in this study under various experimental conditions such as factor dimensionality, number of indicators, number of Likert scale points, and sample size. It is worth highlighting that each method has its strengths and shortcomings. This study gives clear evidence that DWLS and ULS outperform the ML method in all conditions. Meanwhile, GLS presents the worst performance, particularly related TLI index to measure model fit. ULS and DWLS consistently provide accurate factor loading estimates even in smaller sample sizes.

This study also reveals that using at least a 5-point Likert scale, the data can be treated as continuous and use the ML method to estimate the model parameters since the resulting parameter values are found to have trivial bias. However, the drawback is that it is very unlikely to achieve a satisfactory fit based on the Chi-square test, and it is more profound when using more indicators in a two-factor model. This, of course, has implications in empirical studies. The estimated parameters can only be interpreted and be trusted once the model shows no lack of fit.

The choice of estimators (ML, DWLS, and ULS) when evaluating model fit based on RMSEA do not seem to have an impact on the rate of rejection, since all methods are able to control the type I error at a 5% level. With an exception of ULS, which performs poorly under small sample size and two-response categories. The result from the empirical study also supports these findings. The model fit based on TLI and CFI performs almost equally well, except ML that only works best when the number of response categories increases. The TLI index is rather conservative under GLS and it is very unlikely to achieve a satisfactory fit as compared to CFI, particularly with 3 or fewer response categories in the condition of a small sample size.
It is important to note that any working recommendations provided in this study are based on the current model configurations. This research did not take into account the possible violation such as non-normality in latent distribution and asymmetric threshold. These types of violations would be interesting to investigate and see how the impact of different estimation methods on model performance. A future study should also address the estimators' behavior when the CFA model is not correctly specified, such as omitting important factor loadings and ignoring significant inter-correlation between two or more factors.

CONCLUSIONS

The present findings suggest the importance to select appropriate estimation methods based on how the data are measured. The study focuses on a type of data collected using a survey instrument measured in a Likert-type scale, which is ordinal in nature. Maximum likelihood as the most common estimation method used, which has several nice properties, failed to give accurate parameter estimation when the data are ordinal, particularly with fewer numbers of Likert scale points. In addition, the goodness of fit test, particularly the Chi-square test, under ML generally gives evidence that the model fits badly given the fact that the model is correctly specified. GLS is clearly not recommended to be used in CFA with ordinal data. The simulation results enable us to deliver clear suggestions to applied researchers when dealing with ordinal data by using the robust categorical methodology, such as DWLS and ULS. Both methods yield consistently accurate parameter estimation regardless of the number of Likert scale points and sample size. However, it should be noted that DWLS is preferable when dealing with two response categories.
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