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ABSTRACT
Outliers are observation values that are very different from most observations. The presence of outliers in data can have a negative impact on research but can contain important information for other research. So, identifying outliers before conducting data analysis is a crucial thing to do. Outlier detection methods/techniques were first pioneered by researchers in statistics. However, due to rapid technological advances which have an impact on the ease of collecting extensive data, the development of outlier detection techniques is now handled mainly by researchers in the field of computer science (data mining) using computing facilities. This research aims to examine the results of simulation studies by comparing methods for identifying several outliers using statistical approaches and data mining algorithm approaches in various predetermined data scenarios. Based on the scenario carried out, the outlier detection method using a statistical approach is generally better than the outlier detection method using a data mining-based approach. Suggestions for further research are to improve the data mining method by focusing more on statistical analysis apart from focusing on data processing computing time so that the expected results of outlier detection are faster and more precise.
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INTRODUCTION
Outliers is an observation that deviates so much from other observations as to arouse suspicions that it was generated by a different mechanism [1]. There is a rule of thumb that says that observation points that deviate more than three times the standard deviation from the mean of a normal distribution can be identified as outliers [2]. Outliers are often caused by human error, such as errors in data collection, recording, or entry [3].

The existence of outliers in data can have a negative impact on research but can contain important information for other research [4]. Estimating parameters on data that contains outliers will produce biased estimated values, causing the interpretation of analysis results to be inaccurate. Because many test statistics are sensitive to outliers, the ability to detect outliers is an important part of the initial stage of data analysis to produce...
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better statistical analysis. Since outliers affect data analysis, some studies delete outlier data before conducting data analysis. Nevertheless, outliers should be carefully handled, as the unjust removal of extreme values can increase the Type I error rate [5].

An example where an outlier has the potential to contain important information is in cases of indications of fraud in the misuse of credit cards in financial transaction data, which results in sudden changes in usage patterns. Another case is that in the production process, a defective product will have characteristics that are different from the characteristics of a standard product, this can signal that there may be damage to the machine. Outlier detection also finds applications in environmental monitoring, structural monitoring, intrusion detection, and fake news detection [6]. By identifying outlier data, researchers can estimate the cause of the emergence of these values; if it is caused by human error, such as in the process of recording or measuring observations, researchers can reconfirm the recording process or, if possible, improve the measurement tools.

The field of statistics is a pioneer in techniques for identifying outlier data. Statistical methods in outlier detection can be classified into two categories: parametric and non-parametric techniques [7]. Parametric techniques assume knowledge of the underlying distribution and estimate parameters from given data, for example, Gaussian-based methods and regression-based methods. Meanwhile, non-parametric techniques generally do not assume anything regarding the data, so the model structure is determined from the given data [8].

This research will focus on a method based on a multivariate normal distribution so that observation points that do not match the model are thought to be outlier observations. Assuming multivariate normality, an approach for more accurate outlier detection is to use Mahalanobis squared distance [9]. Detection of outliers with the Mahalanobis distance is carried out based on the observed distance to the cut-off value; in this case, the cut-off value is a value from the chi-square distribution with p degrees of freedom, where p is the number of variables from the multivariate data [10].

Although outlier detection methods or techniques were first pioneered by researchers in the field of statistics, and most of the existing statistical techniques are univariate [11]. However, as a result of rapid technological advances which have an impact on the easy accumulation of extensive data and the need for fast information from that data, the development of outlier detection techniques is now handled mainly by researchers from the field of computer science (data mining) using computing facilities [12].

One of the earliest studies on the development of algorithms for distance-based outlier detection in data mining was DB-outlier, which was introduced by Knorr [13]. Knorr defines a point o as an outlier if less than p points are within a distance d of the point o; this means that an outlier needs to have p or fewer points within its distance d. In this approach, researchers can set the percentage of outliers in the data (p) and distance (d); determining these values is done by trial and error, so it requires several iterations. Overcoming this weakness, Ramaswamy proposed a new formulation for distance-based outliers, which is based on the distance of a point from its kth nearest neighbor, so it does not require researchers to determine the distance value (d). Ramaswamy’s definition of outliers does not consider the information contained in the k neighborhoods of a point and thus cannot correctly differentiate between dense or sparse neighborhoods. Angiulli [15] made a slight modification to the definition of outliers, outliers are points that have the most significant weight value, and the weight is calculated from the sum of the distances between a point and its k nearest neighbors.
However, when it comes to real data, determining parameters is not an easy thing. Zhang [16] proposed a new definition of an outlier, called Local Distance-based Outlier Factor (LDOF). LDOF uses the relative distance of an object to its neighbors to measure the extent to which the object deviates from its environment. Based on the comparison results, top-n LDOF works relatively stably at various parameter values because the method is less sensitive to parameter values.

Even though it starts with the basis of statistical reasoning, most research in the field of data mining focuses more on the computational efficiency (processing time) of algorithms compared to the quality of the statistics produced [17]. In 2018, Zimek and Filzmoser conducted a review of outlier detection methods from these two approaches to determine the combined point of view or connection between computer science and statistics in the development of outlier detection techniques carried out by researchers from the field of data mining. However, this research is only based on an intuitive perspective. Therefore, this research will focus on examining in more depth the outlier detection technique using a statistical approach and the outlier detection technique using a data mining approach by testing the accuracy in various data scenarios. Outliers in the regression model can be located in the response variable (Y), which is called a vertical outlier, or located in the response variable (X), which is called the leverage point [18].

The statistics-based outlier detection method that will be used is the Mahalanobis squared distance with the MCD (Minimum Covariance Determinant) estimator, while the data mining algorithm approach uses the LDOF method. This research aims to examine the results of a simulation study from a comparison of methods in identifying multiple outliers with statistical approaches and data mining algorithm approaches in various predetermined data scenarios.

**METHODS**

The simulation data consists of two independent variables ($x_1$ and $x_2$) and one dependent variable ($y$). Independent variable data is generated from a multivariate normal with a mean vector $\mu$, variance matrix $\sigma^2 I$, and correlation $\rho$. In this study, the mean and variance are 0 and 1, with N=10000. The dependent variable data is generated using the following model:

$$y_i = \beta_{0i} + \beta_{1i}x_{1i} + \beta_{2i}x_{2i} + \epsilon_i$$  \hspace{1cm} (1)

Where:

- $y_i$: The variable value $i$-th observation
- $x_{1i}, x_{2i}$: Values of the 1st and 2nd independent variables in the $i$-th observation
- $\beta_{0i}, \beta_{1i}, \beta_{2i}$: Model coefficients
- $\epsilon_i$: Error of the $i$-th observation generated from the distribution $N(0,1)$

Comparison of the performance of the two methods is measured through various simulation scenarios. Details of the simulation data generation scenario are presented in the following table:

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Based Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Types of Outliers</td>
<td>Statistics: vertical outlier, leverage point</td>
</tr>
<tr>
<td>Proportion of Outliers ($\alpha$)</td>
<td>5%, 10%</td>
</tr>
<tr>
<td>Correlation between variables $x$ ($\rho$)</td>
<td>0.1, 0.8</td>
</tr>
<tr>
<td>Outlier distance ($\delta$)</td>
<td>$3\sigma, 5\sigma$</td>
</tr>
</tbody>
</table>

*Table 1. Scenarios for generating simulation data*
From Table 1, it is known that the total data generated for each method is 16 data clusters, where each combination will be repeated 1000 times.

**Analysis Stages**
The stages carried out in this research are as follows:

**Simulation Method**
Data generation and analysis were carried out using R Software. The simulation procedures carried out in this research were:

**[Simulation data generation stage]**
1. Generate population data for cluster $x$ of size $N \times p$ with $p = 2$ and $N = 10000$. The cluster population data is generated with a multivariate normal distribution $N(\mu, \Sigma)$, with $\mu = (10, 20)$ and two varying matrix conditions as follows:
   $$\Sigma_1 = \begin{bmatrix} 1 & 0.1 \\ 0.1 & 1 \end{bmatrix}, \quad \Sigma_2 = \begin{bmatrix} 1 & 0.8 \\ 0.8 & 1 \end{bmatrix}$$
2. Generate data for the variable $y$ with the following equation (1), the parameters for the population $(\beta_0, \beta_1, \beta_2)$ in this study are $\beta_0 = 0$ and $\beta_1 = \beta_2 = 1$ with $\epsilon_i \sim N(0,1)$ where $i = 1, 2, ..., n$.
3. Take a sample of 100 data.

**[Data contamination stage]**
4. Create a contaminated data cluster, with the following scenario:
   Where $\alpha$ is the proportion of outliers (5% and 10%) from the large number of data samples, and $\delta$ is the distance of outliers (3 and 5).
   - **Outliers on the $y$-axis (Vertical Outliers)** (outlier on right side)
     a) Sort the $y$ response data from largest to smallest
     b) Take the top data as much as $(\frac{1}{2} \alpha \times n)$ data
     c) Calculate the value of $\hat{\sigma}_y$
     d) Replace the data with data that has been contaminated using the equation $y_i^* = y_i + \delta \hat{\sigma}_y$
     (outlier on left side)
     e) Sort the $y$ response data from smallest to largest
     f) Take the top data as much as $(\frac{1}{2} \alpha \times n)$ data
     g) Calculate the value of $\hat{\sigma}_y$
     h) Replace the data with data that has been contaminated using the equation $y_i^* = y_i + \delta \hat{\sigma}_y$
   - **Outliers on the $x$-axis (Laverage point)** (outlier on right side)
     a) Sort the values of the variable $x_1$ from largest to smallest
     b) Take the top data as much as $(\frac{1}{2} \alpha \times n)$ data
     c) Calculate the value of $\hat{\sigma}_{x_1}$
     d) Replace the data with data that has been contaminated using the equation $x_i^* = x_i + \delta \hat{\sigma}_{x_1}$
     (outlier on left side)
     e) Sort the values of the variable $x_1$ from smallest to largest
     f) Take the top data as much as $(\frac{1}{2} \alpha \times n)$ data
     g) Calculate the value of $\hat{\sigma}_{x_1}$
h) Replace the data with data that has been contaminated using the equation $x_i' = x_i - \delta \hat{\sigma}_{x1}$

[Outlier detection stage]

5. Detect outliers with 2 approaches, as follows:

i. **First approach (Statistical Approach)**

The MCD estimator is generated from the Fast-MCD algorithm with the following steps [19]:

a) Take a number $h$ of different observations at random. From $n$ observations, a new set $\binom{n}{h}$ will be generated. The optimal $h$ value satisfies $(n + p + 1)/2$.

b) Define the first set as $H_1$. Based on the set $H_1$, calculate the mean vector and covariance matrix $(\bar{x}_1, S_1)$ using the following formula:

$$\bar{x} = \frac{1}{h} \sum_{i=1}^{h} x_i = \frac{x_1 + x_2 + \cdots + x_h}{h}$$

$$S = \frac{1}{h-1} \sum_{i=1}^{h} (x_i - \bar{x})(x_i - \bar{x})'$$

(c) Calculate the mahalanobis distance using the formula:

$$d_1(i) = \sqrt{(x_1 - \bar{x}_1)'S^{-1}_1(x_i - \bar{x}_1)}$$

(d) Sort $d_1(i)$ from smallest value to largest value.

(e) Define a new subset with $H_2$, such that $\{d_1(i); i \in H_2\} = \{(d_1)_{1:n}, (d_1)_{2:n}, \ldots, (d_1)_{h:n}\}$, where $(d_1)_{1:n} \leq (d_1)_{2:n} \leq \cdots \leq (d_1)_{h:n}$.

(f) Calculate the mean vector and covariance matrix $(\bar{x}_2, S_2)$ from $H_2$.

(g) Compare $\text{det}(S_2)$ with $\text{det}(S_1)$. If $\text{det}(S_2) > \text{det}(S_1)$ repeat the steps in points (a) to (f) until it is found that $\text{det}(S_{m+1}) \leq \text{det}(S_m)$. $S_{MCD}$ covariance matrix with the smallest determinant.

h) Calculate the mahalanobis distance for each observation using the formula:

$$d_{MCD}(i) = \sqrt{(x_1 - \bar{x}_{MCD})'S_{MCD}^{-1}(x_i - \bar{x}_{MCD})}$$

(i) An $i$-th observation $(x_i)$ is said to be an outlier if

$$d_{FastMCD}(i) > \chi^2_{p,(0.975)}$$

ii. **Second approach (Data Mining Approach)**

Top-$n$ LDOF (Local Distance-based Outlier Factor) algorithm. LDOF works relatively stable at various parameter values $k$, this research uses the optimum value $k$.

Input: For the given dataset $D$, enter the value of $k$.

a) For each object $p$ in $D$, take its $k$-nearest neighbors.

b) Calculate the LDOF for each object $p$.

Objects with LDOF $> 1$ are outliers.

c) Sorts $N$ objects according to their LDOF values.

Output: first $n$ objects with the highest LDOF value.
6. Calculate the accuracy value of identifying outlier data.

Outlier detection performance can be evaluated using the confusion matrix method, which is presented in the following table:

**Table 3. Confusion Matrix**

<table>
<thead>
<tr>
<th>Actual</th>
<th>Prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal data</td>
<td>Normal data</td>
</tr>
<tr>
<td></td>
<td>True Positives (TP)</td>
</tr>
<tr>
<td>Outlier data</td>
<td>False Positives (FP)</td>
</tr>
<tr>
<td></td>
<td>False Negatives (FN)</td>
</tr>
<tr>
<td></td>
<td>True Negatives (TN)</td>
</tr>
</tbody>
</table>

With the formula:

\[
\text{Accuracy} (\%) = \frac{TP + TN}{\text{total observations}} \times 100\%
\]

(7)

7. Repeat 1000 times from step 3 to step 6.

8. Calculate the average of the accuracy values of the two outlier detection methods.

\[
\text{Average accuracy} = \frac{1}{r} \sum_{k=1}^{r} \text{accuracy}_k
\]

(8)

where: \( r \) : Number of simulation repetitions

9. Calculate the masking level and swamping level, using the following formulas [20].

Masking and swamping are common problems related to outliers. Masking means some outliers are not identified, while swamping means some non-outliers are identified as outliers, and are calculated as follows.

\[
\text{masking} = \frac{\text{Number of outliers identified as inliers}}{\alpha \times n \times r}
\]

(9)

\[
\text{swamping} = \frac{\text{Number of inliers identified as outliers}}{[n - (\alpha \times n)] \times r}
\]

(10)

10. Repeat step 1 to step 9 for all existing data combinations.

**RESULTS AND DISCUSSION**

In the case of outliers on the x-axis (Leverage point)

A. Against the proportion of outliers

The results of the first simulation process, which focused on the proportion of outliers in the data, obtained the following values:

**Table 4. Simulation results focus on the proportion of outliers on the x-axis**

<table>
<thead>
<tr>
<th>Proportion of Outliers</th>
<th>Accuracy</th>
<th>Masking</th>
<th>Swamping</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Statistics</td>
<td>Data Mining</td>
<td>Statistics</td>
</tr>
<tr>
<td>5%</td>
<td>0.93831</td>
<td>0.84049</td>
<td>0.89842</td>
</tr>
<tr>
<td>10%</td>
<td>0.00006</td>
<td>0.00016</td>
<td>0.00011</td>
</tr>
</tbody>
</table>

Based on simulations, it was found that, in general, the level of accuracy of statistics-based methods is better than data mining-based methods. The higher the proportion of outliers, the lower the method’s accuracy in detecting outliers. The performance of statistics-based outlier detection methods produces smaller masking values than data mining-based methods, so data statistics-based methods
successfully detect outlier observations even though there are adjacent outlier observations. Similar to the swamping value, the value produced from statistics-based methods shows a slight possibility that normal data is suspected to be an outlier. In contrast, for data mining-based methods the possibility tends to be greater for data detection errors to occur.

B. Against outlier distance

The simulation process with a focus on the distance of the generated outliers produces the following values:

<table>
<thead>
<tr>
<th>Outlier Distance</th>
<th>3σ</th>
<th>5σ</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Statistics</td>
<td>Data Mining</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.918343</td>
<td>0.829288</td>
</tr>
<tr>
<td>Masking</td>
<td>0</td>
<td>0.000035</td>
</tr>
<tr>
<td>Swamping</td>
<td>0.000089</td>
<td>0.001181</td>
</tr>
</tbody>
</table>

Table 5: Simulation results focus on the distance of outliers on the x-axis

Based on the table above, in general, the level of accuracy of statistics-based methods is better than that of data mining-based methods. For outlier distances of 3σ and 5σ, the level of accuracy obtained is not that different. Still, it can be said that the farther the outlier distance, the lower the method’s accuracy in detecting outliers. The performance of statistics-based outlier detection methods produces smaller masking values than data mining-based methods. Therefore, it can be said that data statistics-based methods successfully detect outlier observations even though there are adjacent outlier observations. The swamping value resulting from statistics-based methods tends to be lower than data mining-based methods, indicating a slight possibility that there is average data that is suspected to be an outlier. In contrast, for data mining-based methods, the occurrence of data detection errors is still more remarkable.

C. Regarding the correlation with variable X

The simulation results focusing on the correlation with variable X are as follows:

<table>
<thead>
<tr>
<th>Correlation of Variable X</th>
<th>0.1</th>
<th>0.8</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Statistics</td>
<td>Data Mining</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.918318</td>
<td>0.834630</td>
</tr>
<tr>
<td>Masking</td>
<td>0</td>
<td>0.000025</td>
</tr>
<tr>
<td>Swamping</td>
<td>0.000088</td>
<td>0.000176</td>
</tr>
</tbody>
</table>

Table 6: Simulation results focus on the correlation of X variables

Table 6 shows that the level of accuracy of statistics-based methods is much better than data mining-based methods. The more significant the correlation between the X variables, the lower the accuracy of the two methods of detecting outliers. The statistics-based outlier detection method produces a masking value smaller than the data mining-based method, so the data statistics-based method successfully detects outlier observations even though there are nearby outlier observations. The swamping value resulting from the data mining-based method is high, indicating that normal data is suspected to be an outlier. Hence, errors still occur in detecting outliers in the data.
In the case of an outlier on the \( y \)-axis (Vertical outlier)

A. Against the proportion of outlier

The results of the simulation process where the outliers are on the \( y \)-axis and the simulation focuses on the proportion of outliers in the data, the following values are obtained:

<table>
<thead>
<tr>
<th>Proportion of Outliers</th>
<th>Statistics</th>
<th>Data Mining</th>
<th>Statistics</th>
<th>Data Mining</th>
</tr>
</thead>
<tbody>
<tr>
<td>5%</td>
<td>0.995573</td>
<td>0.842785</td>
<td>0.995395</td>
<td>0.814545</td>
</tr>
<tr>
<td>10%</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.000006</td>
</tr>
</tbody>
</table>

Swamping

Table 7 shows that the accuracy values of statistical methods are generally better than those of data mining methods. In this case, the masking value in the statistics-based method produces a value of zero, whereas in the data mining-based method, the more significant the proportion of outliers in the sample data, the higher the error value in detecting outliers. The swamping value from the statistics-based approach method is much smaller than the swamping value from the data mining-based method.

B. Against outlier distance

The simulation process with a focus on the distance of the generated outliers produces the following values:

<table>
<thead>
<tr>
<th>Outlier Distance</th>
<th>3( \sigma )</th>
<th>5( \sigma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistics</td>
<td>Data Mining</td>
<td>Statistics</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.995573</td>
<td>0.842785</td>
</tr>
<tr>
<td>Masking</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Swamping</td>
<td>0.0000046</td>
<td>0.000165</td>
</tr>
</tbody>
</table>

Based on Table 8, statistical methods' accuracy is better than data mining methods. In this simulation scenario, the masking value in the statistics-based method produces a value of zero. In contrast, the data mining-based method shows that the closer the distance of the outlier to normal data, the higher the error value in detecting the outlier. The swamping value in the table above shows that the swamping value from the statistics-based approach method is relatively much smaller than the swamping value from the data mining-based method.

C. Regarding the correlation with variable \( X \)

The simulation results focusing on the correlation with variable \( X \) are as follows:

<table>
<thead>
<tr>
<th>Correlation of Variable ( X )</th>
<th>0.1</th>
<th>0.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistics</td>
<td>Data Mining</td>
<td>Statistics</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.99554</td>
<td>0.836165</td>
</tr>
<tr>
<td>Masking</td>
<td>0</td>
<td>0.000005</td>
</tr>
<tr>
<td>Swamping</td>
<td>0.0000048</td>
<td>0.000177</td>
</tr>
</tbody>
</table>
Based on the table above, the accuracy level of statistical methods is better than that of data mining methods. This can be seen from the distribution of accuracy values, which is almost close to one. The masking value in the statistics-based method produces a value of zero. In contrast, the data mining-based method shows that the further the correlation between the X variables, the higher the error value in detecting outliers. The swamping value from the statistics-based approach method is relatively much smaller than the swamping value from the data mining-based method.

CONCLUSIONS

Based on all the scenarios that have been tried, the outlier detection method using a statistical approach is better than the outlier detection method using a data mining-based approach. Therefore, the suggestion that can be given for further research is to make improvements to the data mining method by focusing more on statistical analysis apart from focusing on data processing computing time so that the expected results of outlier detection are not only fast but also more precise.
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