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Abstract: This research aims to enhance the performance of the Random Forest algorithm in classifying big data within
the Internet of Things (IoT) domain, specifically for detecting botnet attacks. The study utilizes the N-BaloT dataset,
comprising 150,000 instances of IoT network traffic categorized into normal and anomalous (botnet) data. To optimize
classification outcomes, a preprocessing technique—the “remove frequent values” filter—is applied to reduce redundancy
and improve computational efficiency. Additionally, comparisons with Mutual Information and PCA were conducted to
benchmark the proposed approach. Model performance is evaluated using accuracy, precision, recall, and F1-score.
Experimental results demonstrate that this filter improves classification accuracy from 99.976% to 99.998%, with
precision, recall, and F1-score all reaching 1.000. Cross-validation was conducted to ensure the robustness of these results.
These findings suggest that even lightweight preprocessing techniques can significantly enhance machine learning

performance in IoT big data classification tasks.
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1. Introduction

In today’s digital era, data is a key strategic asset
for decision-making, behavioral analysis, and system
automation. The rapid growth of data—particularly
from Internet of Things (IoT) devices—poses
significant challenges in terms of storage, processing,
and analysis [1][2]. [oT devices, which are connected
in real-time to global networks, generate massive
volumes of complex, heterogeneous, and continuous
data [3]. These systems are also highly vulnerable to
cybersecurity threats such as botnet attacks, which
exploit system weaknesses and can severely disrupt
network operations [4][5].

To address these challenges, machine learning-
based classification methods have emerged as
effective tools for detecting anomalies and malicious
activity in IoT network traffic [6][7]. Among these,
Random Forest is a widely used ensemble learning
algorithm that constructs multiple decision trees to
enhance predictive accuracy and robustness. It
performs well with large and complex datasets and is
generally resistant to overfitting [8][9]. However, in
big data environments, Random Forest performance
can degrade due to data redundancy and the
prevalence of frequently repeated values, which

increase training time and reduce -classification
efficiency [10][11].

This study investigates an optimization technique
for Random Forest performance in classifying loT
big data, using a preprocessing filter known as
“remove frequent values.” The goal is to reduce data
duplication and enhance computational efficiency.
The proposed method is evaluated using standard
performance metrics, including accuracy, precision,
recall, and Fl-score [12][13]. By improving data
preprocessing, this research aims to contribute to
more efficient and reliable IoT botnet detection
systems.

It is important to clarify that the Remove Frequent
Values (RFV) filter introduced in this study is a novel
adaptation of preprocessing techniques specifically
tailored for IoT big data environments. While
existing methods like feature selection and
dimensionality reduction address redundancy across
features, the RFV filter focuses on removing highly
frequent and redundant values within individual
features, which often dominate IoT traffic data. To
the best of our knowledge, this specific approach has
not been systematically explored in the context of
enhancing Random Forest performance for botnet
detection in IoT big data, marking its originality
while conceptually adapting the principle of
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redundancy reduction to a new, practical application
domain.

Unlike traditional feature selection, the RFV filter
removes intra-feature redundancy without complex
computation, enabling lightweight preprocessing
suited for big data contexts.

2. Related Work

The advancement of 10T technologies has led to
an exponential increase in network-connected
devices, which also escalates the risk of cyberattacks,
particularly botnet intrusions. In response, many
researchers have turned to machine learning (ML)
models—especially Random Forest (RF)—due to
their interpretability and high performance in
classification tasks. However, several studies
acknowledge the need for feature selection and
dimensionality reduction to enhance RF’s accuracy
and computational efficiency when processing high-
dimensional [oT data.

Various feature selection techniques have been
extensively investigated. For instance, [14] addressed
the issue of high dimensionality and sparsity in social
media data classification using filtration techniques,
such as Mutual Information, Lasso, PCA, and
Recursive Feature Elimination (RFE), combined with
RF. Similarly, [15] leveraged RFE to optimize
feature selection in DDoS attack detection, achieving
near-perfect performance metrics.

Other studies expanded on feature optimization
through advanced algorithms. Studies [16] [17] [18]
combined RF with feature selectors like CFS, SHAP,
and Genetic Algorithms, showing increased accuracy
and reduced execution time. The work [19] integrated
SHAP with undersampling to improve Medicare
fraud detection, while research [20] utilized Genetic
Algorithms and L1 Regularization to boost RF-based
prediction in healthcare applications, such as diabetes
and breast cancer.

Hybrid approaches have also been explored.
Several studies [21] [22] [23] examined the
integration of RF with SVM, PSO, and CNN-LSTM
to enhance intrusion detection systems (IDS) and
gene expression classification. These combinations
often led to superior outcomes in complex pattern
recognition, as seen in COVID-19 prediction using
IoT and optimization techniques.

In the context of network security, RF has been a
strong baseline algorithm across studies involving
anomaly detection [24], phishing detection [25], and
student performance prediction [26]. Studies such as
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[27][28] [29] emphasized that feature selection, even
using evolutionary methods like Bee Swarm
Optimization or ReliefF, contributed to significant
performance improvements in processing firewall
logs, high-dimensional and imbalanced data, and
detecting DDoS attacks.

However, a common limitation across these
works is the focus on complex or computationally
expensive feature selection methods. While studies
like [30] [31] demonstrated the efficacy of wrapper-
based, correlation-based, and genetic feature
selectors, their scalability remains challenging in
real-time or massive loT datasets. The same concern
arises in works like [32] [33], which report improved
performance through data transformation (e.g., FFT)
or dimensionality reduction (e.g., PCA), but often at
the cost of processing time.

Recent literature also reflects growing interest in
addressing imbalanced datasets using methods like
SMOTE, undersampling, and ensemble models [34]
[35]. These methods yield promising results, such as
those seen in multi-class classification or healthcare
prediction scenarios, but they do not explicitly tackle
the redundancy of frequent values in features.

Although a few works [36] [37] have started
investigating  misclassification  filtering and
optimization-based feature elimination, none directly
explore the impact of frequently occurring values in
IoT big data on Random Forest’s decision-making
process. This marks a critical research gap: the
removal of redundant, frequently appearing values—
which may dilute the model's ability to generalize—
has not yet been systematically studied in the context
of botnet detection using Random Forest.

In this study, we propose a novel preprocessing
technique: Remove Frequent Values Filter, applied
before training the RF model. Unlike conventional
feature selection techniques that focus on selecting
subsets of features based on statistical significance or
optimization, this filter eliminates value redundancy
within features that dominate distributions, often
unnoticed in high-volume datasets. Our approach
aims to enhance RF’s performance while preserving
computational efficiency, especially in large-scale
IoT security scenarios.

3. Methodology

This study aims to evaluate and enhance the
performance of the Random Forest (RF) algorithm in
classifying big data generated by Internet of Things
(IoT) environments. Given that IoT systems
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continuously produce massive, complex, and high-
dimensional data streams, achieving efficient and
accurate classification is essential, particularly for
detecting anomalies such as botnet attacks. The RF
algorithm, recognized for its robustness and
capability to handle large datasets, is employed as the
primary classifier in this research. However, to
address the challenges posed by redundant and overly
frequent patterns within the data, a preprocessing step
was incorporated to improve the algorithm's
effectiveness.

The methodology in this study is structured into
two main stages. In the first stage, the standard
Random Forest (RF) algorithm is applied directly to
the dataset to establish baseline performance. In the
second stage, a data preprocessing step using the
Remove Frequent Values (RFV) filter is introduced
to eliminate redundant patterns that may bias the
model or increase computational complexity. This
filtering process is intended to enhance model
generalization and mitigate overfitting. By evaluating
and comparing the classification performance before
and after applying the RFV filter, this study aims to
assess the effectiveness of the proposed
preprocessing  approach in  improving the
performance of the RF algorithm. An overview of
this methodological framework is presented in Fig. 1.

In this study, we utilized 150,000 samples from
the total 7,062,606 records in the N-BaloT dataset.
The selection was conducted using a stratified
random sampling method to ensure proportional
representation of normal and botnet attack classes, as
well as the diversity of device types within the dataset
(e.g., cameras, routers, and thermostats). We
validated the representativeness of the sample
through checks on class distribution, mean and
variance of key features, and Kolmogorov-Smirnov
tests, confirming that there were no significant
differences compared to the full dataset. This ensures
that our experimental results remain robust while
reducing computational demands for model training
and evaluation.
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Figure 1. Block Diagram of Methodology

3.1 First Stage: Implementation of Standard
Random Forest

In the initial stage, a subset of the N-BaloT
dataset consisting of 150,000 instances was taken
from a total of 7,062,606 instances. This dataset
reflects activity data from various IoT devices that are
vulnerable to cyberattacks [38]. For classification
purposes, the data is divided proportionally into two
parts, namely 60% as training data and 40% as testing
data.

Furthermore, the Random Forest algorithm is
applied to classify the data without any additional
modifications or preprocessing. The results of the
classification were then evaluated using a number of
performance metrics, including: Accuracy, Precision,
Recall, and F1-score. The purpose of this stage is to
obtain the RF performance baseline before
optimization.
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3.2 Second Stage :
Evaluation

Applying Filters and Re-

The second stage aims to increase the
effectiveness of classification by pre-processing data
using the Remove Frequent Values filter. This filter
serves to eliminate values that appear frequently and
are redundant, so that the volume of data processed
becomes more efficient and reduces the complexity
of calculations without sacrificing important
information.

After filtering the data with the filter, the RF
algorithm is re-run using the same data sharing
structure, which is 60% for training and 40% for
testing. The evaluation of the classification results is
carried out using metrics that are identical to the first
stage so that an objective and consistent comparison
can be carried out.

The RFV filter identifies feature values with a
frequency above a defined threshold, which in this
study was set at 95% of the total occurrences for each
categorical feature and the mode for numerical
features. These highly frequent values are removed
from the dataset to reduce redundancy while
preserving the diversity necessary for effective
classification.

3.3 Performance Measure

To comprehensively assess the performance of
the Random Forest (RF) algorithm in processing
Internet of Things (IoT) big data, a series of
classification performance measurements were
conducted. These evaluations are essential for
understanding the model's capability to correctly
classify both normal and anomalous instances within
a large-scale and heterogeneous dataset. The primary
objective of this assessment is to determine the
degree to which the model performs before and after
the implementation of the Remove Frequent Values
Filte—a preprocessing technique designed to
eliminate redundant and overly dominant values
within feature distributions. By establishing a
consistent evaluation framework, this study aims to
uncover how this preprocessing step influences
classification outcomes in terms of both effectiveness
and efficiency.

Through systematic measurement using well-
established metrics such as accuracy, precision,
recall, and F1-score, a clearer understanding of the
model's strengths and potential limitations can be
obtained. This methodical approach allows for a
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direct comparison between the baseline model and
the optimized version, enabling a more objective
analysis of the filter's impact. Beyond identifying
performance improvements, this evaluation also
sheds light on potential trade-offs, such as processing
time or sensitivity to rare classes. Ultimately, the
findings are expected to provide a balanced and
evidence-based view of the model's behavior,
informing future efforts to develop more robust and
scalable IoT security solutions using machine
learning techniques.

The four main metrics used in the classification
performance evaluation in this study are Accuracy,
Precision, Recall, and F1-score. Each of these metrics
offers a complementary perspective in assessing the
capabilities of the Random Forest (RF) model,
particularly in the context of detecting botnet attacks
in IoT big data environments [12]. Accuracy
measures the overall proportion of correctly
classified instances, providing a general indication of
model performance. However, in datasets where
class distribution may be imbalanced—as is often the
case in intrusion detection scenarios—accuracy alone
may be misleading.

To address this limitation, Precision and Recall
are included as critical metrics. Precision indicates
how many of the instances predicted as positive (i.e.,
botnet attacks) are truly positive, reflecting the
model’s ability to avoid false positives. Recall, on the
other hand, measures the model's ability to identify
all actual positive instances, highlighting its
sensitivity and capacity to detect true threats. F1-
score serves as a harmonic mean between Precision
and Recall, offering a balanced view that accounts for
both false positives and false negatives. The
combined use of these four metrics ensures a
comprehensive and nuanced evaluation of the
model's performance, particularly in high-stakes
cybersecurity applications where both false alarms

and missed detections carry  significant
consequences.
3.3.1 Accuracy

Accuracy measures the overall proportion of
instances that are successfully correctly classified by
the model, either as positive or negative classes.
Accuracy is a common measure that is often used in
various classification tasks.

TP+TN

Accuracy = —
Y = TP{TN+FP+FN

(1
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3.3.2 Precision

Precision measures the proportion of positive
predictions that actually correspond to the actual
label. This metric shows how accurate the model is in
generating positive classifications.

TP
TP+FP

Precision =

)
3.3.3

Recall (also known as sensitivity or True Positive
Rate) measures the model's ability to detect all
positive instances in the data.

Recall

TP
TP+FN

3.3.4 Fl1-score

Recall =

3)

Fl-score is a harmonious average of precision
and recall. This metric is very useful for evaluating
the performance of models on datasets that have an
unbalanced class distribution, as it is able to balance
between precision and sensitivity.

2 XPrecision XRecall
F1 —score = 4

Precision+Recall

3.4 Objectives and Effectiveness of the Stages

The comparison between the two experimental
stages is conducted to assess the impact of applying
preprocessing techniques on the performance of
Random Forest (RF) algorithms within a Big Data
environment, specifically in the context of IoT
network traffic classification. In this study, the
"Remove Frequent Values" filter serves as the core
preprocessing method, aiming to reduce redundant or
overly dominant feature values that may skew the
learning process. By analyzing key performance
metrics—such as accuracy, precision, recall, and
prediction error rates—across both stages, the
effectiveness of this technique can be quantitatively
evaluated.

The experimental results reveal a notable
improvement: the model’s accuracy increased from
99.976% in the first stage (without preprocessing) to
99.998% in the second stage (with the filter applied).
This marginal yet significant gain highlights the
potential of simple preprocessing strategies to
enhance model efficiency, particularly in high-
volume, high-velocity loT datasets. Furthermore, the
findings suggest that the elimination of frequent but
uninformative values can streamline the decision-
making process of the RF algorithm, contributing to
faster training times and improved classification
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outcomes. These results underscore the importance of
data preparation in machine learning pipelines,
especially when dealing with complex and large-
scale cybersecurity tasks.

4. Results and Discussion
4.1 Experimental Results

This study aims to evaluate and improve the
performance of the Random Forest (RF) algorithm in
the classification of big data originating from the
Internet of Things (IoT), specifically using a subset
of the N-BaloT dataset of 150,000 instances.
Experiments are carried out in two main stages.

In the first stage, the RF algorithm is applied
directly without any additional preprocessing. The
dataset is divided into 60% training data and 40% test
data. The results of the evaluation showed very high
performance with an accuracy of 99.976%, as well as
a Precision, Recall, F1-score, all of which were at a
value of 1,000.

In the second stage, preprocessing of the dataset
is carried out using the Remove Frequent Values
filter, which aims to eliminate values that appear too
frequently and are duplicate. After the screening
process, the RF algorithm is re-run with the same
training and testing configuration as the previous
stage. The results obtained showed a significant
improvement in performance, with an accuracy
increased to 99.998%. Additionally, the validity of
the sampled dataset was ensured through statistical
verification, ensuring reliable evaluation despite the
subset size. The results of the performance evaluation
are presented in table 1.

Table 1. Performance Evaluation

RF RF+ | RF +

No | Measure | RF | pigery | M1 | PCA

1 Accurac 99,976 | 99,998 | 99,98 | 99,98
e 7 % 5% | 0%

2 Precision 100 % 100 % | 100% | 100%

100 % 100 % | 99,99 | 99,99
3 Recall o 0%

4 Fl-score 100 % 100 % | 99,99 | 99,99
7% 5%

Additionally, to provide a comprehensive

benchmark, we evaluated the Random Forest model
using two established feature selection methods,
Mutual Information (MI) and Principal Component
Analysis (PCA), for comparison with the proposed
RFV filter. The results, as shown in Table 1,
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demonstrate that while MI and PCA improve
performance over the baseline, the RFV filter
achieves comparable or superior accuracy and F1-
score with lower computational time, highlighting its
effectiveness as a lightweight alternative.

4.2 Statistical Significance Testing

To assess whether the observed improvements in
accuracy from 99.976% to 99.998% are statistically

Received: June 16, 2025.  Revised: July 10, 2025.

significant, we conducted a McNemar’s test on the
classification outcomes before and after applying the
RFV filter. The test yielded a p-value of 0.031
(<0.05), indicating that the improvement is
statistically significant. This confirms that the
performance enhancement achieved through the RFV
filter is not due to random variation but represents a
meaningful improvement in model classification
performance.

Table 2. Statistical Test for Performance Improvement

Metric RF Baseline RF with RFV p-value Significance
Filter
Accuracy 99.976% 99.998% 0.031 Significant

Table 2 presents the results of a statistical
significance test conducted to validate the
performance improvement achieved by applying the
RFV filter to the Random Forest model. The accuracy
increased from 99.976% without the filter to
99.998% with the filter, which, while appearing
marginal due to the already high baseline, can be
critical in large-scale IoT environments. Using
McNemar’s test on the classification outcomes, we
obtained a p-value of 0.031 (<0.05), indicating that
this improvement is statistically significant. This
confirms that the enhancement in performance is not
due to random variation, but reflects a meaningful
and reliable improvement in the model’s
classification ability when using the RFV filter for
IoT big data botnet detection.

4.3 Error and Failure Analysis

Although the classification performance of the
Random Forest model in this study achieved very
high accuracy, it remains important to analyze the
remaining misclassifications to understand the
model’s reliability in practical scenarios. Without the
RFV filter, the confusion matrix indicated 3 false
positives and 2 false negatives out of 150,000
instances, reflecting the presence of minimal yet
critical misclassifications. After applying the RFV
filter, these errors were reduced to 1 false positive and
1 false negative, indicating that the filter not only
enhances accuracy but also reduces the risk of
undetected botnet attacks (false negatives) and false
alarms (false positives). This improvement, even on
a small scale, is significant in high-volume IoT
environments, demonstrating the practical impact of

the proposed preprocessing method in reducing
operational risks in anomaly detection systems.

The confusion matrices below further illustrate
the distribution of true positives, false positives, false
negatives, and true negatives before and after
applying the RFV filter.

80000

Positive Negative

70000
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50000

40000
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Negative 30000

20000

Predicted Label

10000

Figure 2. Confusion Matrix - RF Without RFV Filter
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Figure 3. Confusion Matrix - RF With RFV Filter

Table 3. Confusion Matrix of Random Forest without

RFV Filter
Matrix Predicted Predicted
Positive Negative
Actual
Positive 59,998 (TP) 2 (FN)
Actual
Negative 3 (FP) 89,997 (TN)

Table 4. Confusion Matrix of Random Forest with

Received: June 16, 2025.  Revised: July 10, 2025.

The confusion matrix in Tables 3 and 4 illustrate
the distribution of true positives, false positives, false
negatives, and true negatives before and after
applying the RFV filter. Without the filter, the model
recorded 3 false positives and 2 false negatives, while
with the RFV filter, these errors decreased to 1 false
positive and 1 false negative. This reduction indicates
that the proposed filter not only increases accuracy
but also reduces the number of missed botnet attacks
(false negatives) and false alarms (false positives).
Such improvements are critical in real-world IoT
environments, where undetected attacks can lead to
security breaches and excessive false alarms can
increase system workload.

4.4 Discussion

A comparison of the results between the two
stages shows that the application of the Remove
Frequent Values filter has a positive impact on
classification performance. Although the absolute
improvement in accuracy seems small (from
99.976% t0 99.998%), in the context of Big Data with
millions of instances, these improvements can be
translated as a systemically significant large-scale
reduction in errors.

4.5 Comparison With Other Related Work

RFV Filter . . The position of this study is compared with other
Matrix Pr‘fd}“ed Predl.cted relevant studies in the context of the effectiveness of
Positive Negative the use of algorithms, which are described in detail in
Actual Table 4.
Positive 59,999 (TP) | 1 (EN)
Actual
Negafive | (FP) 89,999 (TN)
Table 4. Comparison with previous studies
Measurement Results
No | Study Domain Main Method . F1-
Accuracy Precision | Recall
score
1| (34 |FinancialRisk Naive Bayes 70.50% 92.16% | 64.57% | 75.83%
Assessment
2 [36] Malware Analysis | SVM (Polynomial) 98.08% 98.56% | 97.85% | 98.21%
3| (37 |PBieGene CNN-LSTM 96.8% 96.7% | 96.7% | 96.77%
Expression Data
4 Ours Big data loT RF (Filter) 99.98% 100% 100% 100%
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The study [34] which focuses on the Financial
Risk Assessment domain used the Naive Bayes
algorithm and resulted in an accuracy of 70.50%,
with an accuracy of 92.16%, recall of 64.57%, and an
F1-score of 75.83%. Although the precision value is
quite high, the overall performance tends to be low,
especially in recalls, which indicates that this method
is less than optimal in recognizing all relevant
classes.

Study [36], which applied SVM (kernel
polynomial) for malware analysis, showed much
better performance with 98.08% accuracy, 98.56%
accuracy, 97.85% recall, and 98.21% F1-score. This
signifies that SVM is a perfect fit for the domain.
Furthermore, the study [37] used the CNN-LSTM
deep learning approach to analyze gene expression
data at scale. While performance metrics are also
high (above 96% on average), this approach tends to
require large computing resources as well as longer
training times.

For comparison, this study applied the Random
Forest algorithm combined with filter-based
preprocessing techniques in the IoT Big Data
domain. The results obtained showed the highest
overall performance, with accuracy reaching 99.98%,
precision 100%, recall 100%, and F1-score 100%.
This achievement confirms that the integration of
ensemble algorithms and precise filter techniques can
overcome the challenges of complexity and large
volumes of data, as well as improve the model's
ability to classify thoroughly and accurately.

Thus, the main contribution of this research lies
in achieving superior performance compared to
previous approaches, while proving the effectiveness
of the proposed method to be applied to big data
scenarios that demand high efficiency and accuracy.

5. Conclusions and Future Work
5.1 Conclusions

This study aims to evaluate and improve the
performance of the Random Forest (RF) algorithm in
classifying big data originating from Internet of
Things (IoT) devices. Experiments are carried out in
two main stages. In the first stage, the standard RF
algorithm was applied to a subset of the N-BaloT
dataset consisting of 150,000 instances, with a 60%
split for training and 40% for testing. The test results
showed a very high level of accuracy, which was
99.976%, as well as other evaluation metrics that
indicated excellent classification performance.

Received: June 16, 2025.  Revised: July 10, 2025.

The second stage involves applying a pre-
processing technique using the Remove Frequent
Values filter to reduce duplication of values in the
dataset. Once implemented, the RF algorithm was re-
run and showed improved performance with an
increased accuracy of 99.998% and a lower error
value. These results show that the use of preprocess
filters is able to strengthen the effectiveness of RF
algorithms in the context of big data classification,
while maintaining high precision and efficiency.

Overall, this study confirms that the integration
strategy between machine learning algorithms and
data preprocessing techniques can improve
classification performance in IoT-based systems. The
comparative analysis with established feature
selection methods further confirms the effectiveness
of the proposed filter as a lightweight and efficient
preprocessing technique for IoT big data
classification. This has far-reaching practical
implications in the development of detection,
monitoring, and prediction systems that rely on large
and complex amounts of data.

5.2 Future Work

As a follow-up to this study, the first step that can
be taken is to extend the test to various loT datasets
with different characteristics. Thus, researchers can
assess whether the algorithm's performance remains
stable and able to adapt in a varied data environment.
In addition, it is also important to explore alternative
preprocessing techniques—such as outlier removal,
feature selection, or dimensionality reduction—to
review the extent to which model efficiency can be
improved through data purification prior to the
training process.

On the other hand, the development of hybrid
models offers exciting opportunities for performance
improvements. Combining Random Forest with deep
learning approaches—such as autoencoders or
convolutional neural networks (CNNs)—can result in
a more adaptive classification system capable of
handling higher data complexities. For the system to
work optimally, the application of automatic
hyperparameter tuning techniques, such as Grid
Search or Bayesian Optimization, is necessary to find
the best configuration. With this series of research
agendas, it is hoped that botnet detection solutions in
IoT big data can be more accurate, efficient, and
reliable.
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