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Abstract 

This paper aims to conduct a bibliometric analysis of scientific publications that discuss using 
the decision tree method for breast cancer prediction. Three hundred twenty-two documents 
from Scopus were collected for analysis using bibliometric indicators such as productivity and 
citations. The bibliometric analysis produces scientific mapping based on the keywords co-
occurrence, co-authorship, and co-citation analysis to reflect the conceptual, social, and 
intellectual structure. The analysis of the evolution article found an exponential increase in 
citations and the number of authors in this study in 2005-2023, where China was the dominant 
country in conducting research. In the thematic map analysis, three research topics were 
produced, namely the medical field, the computer field, and the bioinformatics field. Research 
topics in using the decision tree method for breast cancer prediction are included in the 
computer field. This study suggests that research on using the decision tree method for breast 
cancer prediction is a research topic that needs improvement. 
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INTRODUCTION 

The Decision Tree method is a Machine Learning algorithm for predicting breast 
cancer in the early stages of diagnosis with a high degree of accuracy, reaching 99% 
[1]. Previous studies used various machine learning algorithms to build predictive 
models, such as multilayer perceptron, naive Bayes, and logistic regression [2], [3]. 
The use of Machine Learning algorithms can improve accuracy in the prediction and 
diagnosis of breast cancer so that this method can assist in preventing and diagnosing 
physical injuries [4]. In addition, multiparametric MRI image technology has also been 
used to classify breast cancer subtypes [5]. The Decision Tree method has been widely 
used in the prediction and diagnosis of breast cancer with a high degree of accuracy. 
According to research [6], this method can provide an accuracy of 87.83% with the Gini 
index and 86.77% with entropy. In addition, using the Decision Tree method with 
supervised learning techniques can identify the type of cancer more accurately than the 
Logistic Regression and Neural Network methods [7]. Therefore, the Decision Tree 
Method has excellent potential to be an effective tool in predicting and diagnosing 
breast cancer. In a recent study, using the Principal Component Analysis (PCA) 
method for feature selection in the Wisconsin Diagnostic Breast Cancer dataset can 
improve performance in the Decision Tree [8]. In addition, a hybrid method is proposed 
to address the class imbalance problem in breast cancer diagnosis. The method is to 
combine PCA and Decision Tree with a penalty factor. This method has been tested on 
breast cancer datasets from the UCI Machine Learning Repository and has proven 
effective in overcoming this problem [9]. In addition, a study concluded that the 
Decision Tree method was very effective in detecting breast cancer early, with an 
accuracy of 100% in the first trial and 97.9% in the second trial [10]. 

Research results by Assegie [11] showed that the Decision Tree method had an 
accuracy of 88.80% in predicting breast cancer. In contrast, research conducted by 
Yang [12] showed that the HER2-IHC staining pattern can be used to predict and 
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diagnose breast cancer. Bibliometric analysis synthesizes research results using 
mathematical and statistical methods to systematically analyze a literature collection in 
a particular field [13]. Bibliometric analysis regarding the use of decision trees for 
breast cancer prediction is still limited. This article aims to collect relevant literature 
from the Scopus database and conduct a bibliometric analysis to answer three 
research questions using the Decision Tree method. The first research question is to 
determine the development trend of applying the Decision Tree method (RQ 1), and 
the second is to determine the most influential literature, journals, authors, and 
countries (RQ 2). The last is to find out the characteristics of the literature structure on 
the Decision Tree (RQ 3). 
  
METHODS  

Bibliometric analysis is an analysis that uses quantitative methods to analyze a 
collection of scientific literature. This method analyzes a particular research topic’s 
publications, citations, and joint citations. The bibliometric analysis will discuss the 
analysis of the number of publications, citations, and joint citations from various articles 
and journals that discuss this topic. A systematic review was conducted based on the 
PRISMA guidelines, in which researchers followed statements according to PRISMA 
2020 [14]. This study established a systematic review of research to evaluate the use 
of the Decision Tree method for cancer prediction. By using bibliometric analysis and 
PRISMA guidelines, this study aims to present evolutionary trends in the application of 
decision trees for breast cancer prediction, analyze which literature, journals, authors, 
and countries have the most influence in this research, and identify the characteristics 
of the structure of the literature regarding the use of decision trees, for breast cancer 
prediction. This study searched for research articles in the electronic database at 
Scopus.com to conduct a bibliometric analysis on the use of decision trees in breast 
cancer prediction. In this study, the Scopus database is used as a data source. One 
database is used to avoid duplication of literature between databases. The Scopus 
database is used as a basis for research document search tools and research 
evaluation. The number of papers Scopus includes reflects the scientific research and 
capability level. A collection of articles was selected using a query with two aspects: 
Technique-Related Words (Decision Tree) and Cancer-Related Words (Breast 
Cancer). This study conducted a bibliometric analysis based on the Scopus database. 
Some of the analyses carried out were an analysis of the number of papers, an 
analysis of the number of citations, an analysis of research trends, and an analysis of 
the most influential journals, authors, countries, and literature in this study, as shown in 
Table 1. 

 
Table 1. Keywords for research-related 

Technique-
Related Words 

Cancer-Related 
Words 

Decision Tree Breast 
Cancer 

 
The research comprehensively analyzed the Scopus database by employing 

the search terms “BREAST CANCER” and “DECISION TREE” to attain the objectives. 
The search includes title, abstract, author keywords, and keywords in every article in 
the Scopus database. The search was carried out using specific inclusion and 
exclusion criteria, such as looking only for articles in English and those published 
between 2005 and 2023. In this search, we can find articles relevant to the research 
topic that can be used to carry out bibliometric analysis. 
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Figure 1. Query display on the search tool on the Scopus page 

 
The researcher enters the query according to the research topic, and the next 

step is to download the data to the bib file. This process makes it easier for researchers 
to process data and analyze database-based scientific literature. The bib file format is a 
standard format for collecting references in academic research. Researchers can 
conduct bibliometric analysis quickly and accurately by collecting references in this 
format. The download process in the Scopus database can be seen in Figure 2. 
 

 
Figure 2. Display of downloading data to a bib file via the Scopus page 

 
After obtaining the bib file from the Scopus database, the researcher examined 

and selected articles according to the research topic using the PRISMA flowchart, as 
shown in Figure 3. The initial stage is a literature search on the Scopus database, 
where the query keywords “BREAST CANCER” AND “DECISION TREE” are used to 
find relevant articles. 

Then, an initial selection is made by evaluating the title and abstract, where 
irrelevant articles are eliminated. After that, further selection was carried out by reading 
the articles that were still selected, and only articles that met the inclusion and 
exclusion criteria were selected. The PRISMA process ensured that only relevant and 
high-quality articles were used in this study for bibliometric analysis. 
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Figure 3. Flow chart for article extraction with PRISMA 2020 

 
In Figure 3, the process with the PRISMA flow resulted in 322 articles, which 

were selected and included in the bibliometric analysis. The selection of articles 
covered the period from 2005 to March 2023 and focused on using the Decision Tree 
method in breast cancer prediction. Some articles that are not relevant to the topic, 
such as Review excluded (n=12), non-conforming model excluded (n=22), Record not 
related to DT (n=30), Record not related to Breast Cancer (n=20), were excluded from 
the analysis. Subsequently, complete articles that met the inclusion criteria were 
assessed and further analyzed using the bibliometric R package. 
The bibliometric R package is an R language package used as a tool for quantitative 
research in bibliometrics. Researchers can use this package to analyze bib files 
systematically. The package provides an open-source environment for bibliometric 
analysis. The R package bibliometrix (http://www.bibliometrix.org) was employed to 
conduct trend analysis, descriptive statistical analysis, and author performance 
analysis on the bib files of the Scopus database. 
 
RESULTS AND DISCUSSION 
 
Descriptive Analysis Of A Bibliographic Data Frame 

From the PRISMA process, researchers obtained 322 selected articles. The 
collection of articles was carried out through descriptive analysis. The results of the 
descriptive analysis are the primary information collected from the Scopus database for 
322 publications published between 2005 and 2023, as shown in Table 2. The selected 
collection of articles appears in 140 sources, most of which are scientific journal 
publications with 301 articles. The results of the descriptive analysis stated that the 
research using the Decision Tree method for predicting breast cancer experienced an 
increasing trend of 12.25%. “Keywords Plus” is the total number of keywords often 
appearing in the article’s title. The results of the descriptive analysis state that the 
number of “Keywords Plus” is 2978. The analysis results can be said to be nine times 
the number of articles. The research period is from 2005 to 2023 (17 years), and the 
number of publications increases by 12.25% yearly, as shown in table 2. 
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Table 2. Results of descriptive analysis 

 
 
Analysis Of Performance 

To answer RQ1 and RQ2, we analyze the performance of articles using several 
bibliometric indicators such as number of publications, number of citations, h-index, m-
quotient, and several variable metrics based on the number of publications and 
citations. The analysis results concluded that publications about using the Decision 
Tree method for breast cancer prediction have increased significantly in the last 17 
years, with the number of publications reaching 322. The analysis results also produce 
output about the most influential authors, sources, and countries in this research, such 
as authors who are often cited, journals that are often published, and countries that are 
active in this research. 

 
Analysis of Evolution Article 

Three hundred twenty-two articles relevant to the research topic have been 
found from 2005 to 2023. In Figure 4, we can see that the number of publications has 
increased significantly every year. The highest peak will be in 2022 when the number 
of publications will be 99 articles. The number of publications was stagnant at two from 
2005 to 2013. There was an increase in publications from 2014 to 2022. This increase 
shows that the Decision Tree method is increasingly in demand in the context of breast 
cancer prediction. More and more researchers are interested in developing and 
improving this technique. It becomes the basis for researchers and practitioners in 
developing new and up-to-date strategies in breast cancer prediction using the 
Decision Tree method.  
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Figure 4. Distribution of the number of publications each year (2005-2023) 

 
Whereas citations in research using the Decision Tree method for predicting 

breast cancer showed stagnant growth from 2005 to 2023, as shown in Figure 5, the 
increase in citations occurred twice, namely in 2011 and 2019. 

The number of citations each year does not show a particular trend. The 
maximum number of citations occurred in 2011 and 2019, and the maximum number of 
citations was 6, while the minimum number of citations was in 2007 and 2014, and the 
minimum number of citations was 1, as shown in Figure 5. 
 

 
Figure 5. Distribution of citations every year from 2005 to 2023 

 
 

Analysis of Important Journal 
In this bibliometric analysis, there are 322 articles published in 140 journals. 

Table 3 shows the top 10 journals regarding the number of publications. The ranking of 
journals in the table is based on the number of publications (TP). The journal that ranks 
first is “Frontiers in Oncology” with 19 published articles, followed by “BMC 
Bioinformatics” with 13 articles, and “IEEE Access” with 12 articles. The fourth and fifth 
positions are “Plos One” and “International Journal of Advanced Computer Science and 
Applications,” with 12 published articles. Other journals included in the top 10 list are 
“Informatics in Medicine Unlocked," “Computational and Mathematical Methods in 
Medicine," “Diagnostics," “BMC Cancer,” and “Scientific Report”. The ranking of these 
journals can be used as a reference in determining publications in related journals for 
further research in the field of using decision trees. 
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Table 3. Top 10 journals in terms of number of publications 

 
 
Analysis of Citations Number 

Analysis of the number of citations received by an article is one way to find 
influential articles in their field. In the study of breast cancer prediction using the 
Decision Tree method, many articles have been published from 2005 to 2023. Table 4 
contains this study's ten most frequently cited articles, sorted by the number of citations 
received. Based on Table 4, the title of the most cited article is “Cancer-associated 
fibroblast heterogeneity in axillary lymph nodes drives metastases in breast cancer 
through complementary mechanisms” by author Pelon [15]. The number of citations is 
163 citations. This article contributes significantly to deepening the understanding of 
using the Decision Tree in breast cancer prediction. Also, it provides insight into the 
role of CAF in breast cancer metastasis. In addition, the articles included in the ten 
most frequently cited articles, besides discussing the decision tree method, also 
discuss various techniques such as ensemble learning, Naïve Bayes, and Principal 
Component Analysis. The article title with the second highest number of citations is 
“Ensemble of decision tree reveals potential miRNA-disease associations” by author 
Chen [8], with 131 citations. The article discusses a new method called the Ensemble 
of Decision Tree-based miRNA-disease Association Prediction (EDTMDA) to predict 
potential miRNA disease associations. 

Table 4. The ten most cited articles 

Author Title Citations 

[15] Cancer-associated fibroblast heterogeneity in axillary 
lymph nodes drives metastases in breast cancer 
through complementary mechanisms 

163 

[8] Ensemble of decision tree reveals potential miRNA-
disease associations 

131 

[16] Predicting factors for survival of breast cancer patients 
using machine learning techniques 

110 

[17] Machine learning with applications in breast cancer 
diagnosis and prognosis 

107 

[18] Particle Swarm Optimization Feature Selection for 
Breast Cancer Recurrence Prediction 

104 

[19] A Hybrid Computer-aided-diagnosis System for 
Prediction of Breast Cancer Recurrence (HPBCR) Using 
Optimized Ensemble Learning 

99 

[20] Validation of cytoplasmic-to-nuclear ratio of survivin as 
an indicator of improved prognosis in breast cancer 

80 

[21] Involvement of Machine Learning for Breast Cancer 
Image Classification: A Survey 

73 

[22] A new fruit fly optimization algorithm enhanced support 65 



Journal of Computing and Data Science (JODA) 

Vol. 1, No. 1, 2023, pp. 9~30 

  

16 

 

vector machine for diagnosis of breast cancer based on 
high-level features 

[23] Intellectual detection and validation of automated 
mammogram breast cancer images by multi-class SVM 
using deep learning classification 

61 

 
 
Analysis of Significant Author 

Data in unstructured text, such as articles or documents, has limited or no 
structure. This form causes computer problems with working on semantics. However, 
with bibliometric analysis, the text data can be analyzed by extracting the metadata that 
represents its features. These features can be converted into a structured form, an 
intermediate document representation. Based on Table 5, author Ganggayah [16] is 
the first highest collaborative writer. Author Kaur produced one article relevant to the 
topic and received 132 citations. This study proposed a new approach for breast 
cancer diagnosis and prediction using Deep Learning (DL) and Support Vector 
Machine (SVM) methods with an average accuracy of 95%, 94%, and 98% for three 
classes and higher sensitivity and specificity than other methods. Chen H is a 
collaborative researcher. Chen H is the collaborative author with the second-highest 
number of articles cited; author Chen H produced four relevant articles. He proposed 
Machine learning with applications in breast cancer diagnosis and prognosis and 
received more than 107 citations. Research discussing breast cancer and early 
diagnosis and accurate classification of patients into malignant or benign groups is 
fundamental [17]. 
 

Table 5. Ranking of the most productive authors 

Author year freq TC TCpY Author 

Chen 
H 
 

2018 1 107 17,833 [17] 

2019 1 65 13 [22] 

2021 1 0 0 [24] 

2022 1 0 0 [25] 

Fusco 
R 
 

2017 1 24 3,429 [26] 

2021 2 8 2,667 [27], [28] 

2023 1 0 0 [29] 

Kaur 
P 

2019 1 132 26,4 [23] 

Li H 
 

2018 1 6 1 [12] 

2019 1 16 3,2 [30] 

2021 1 16 5,333 [31] 

2022 1 0 0 [32] 

Li J 
 

2018 1 6 1 [12] 

2019 1 16 3,2 [30] 

2021 2 46 15,333 [33],[34]  

2022 1 0 0 [35] 

Li L 
 

2021 1 3 1 [36] 

2022 2 2 1 [32],[37] 

Li X 
 

2018 1 6 1 [12] 

2019 1 16 3,2 [30] 

2022 2 1 0,5 [38],[39] 

Liu Y 2006 1 53 2,944  
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 2018 1 6 1 [12] 

2021 1 3 1 [36] 

2022 2 0 0 [40], [41] 

Wang 
X 
 

2021 2 9 3 [42], [43] 

2022 2 0 0 [39],[25] 

Zhang 
Y 
 

2018 1 15 2,5 [44] 

2019 1 16 3,2 [30] 

2020 2 16 4 [45],[46] 

2022 3 3 1,5 [4],[47],[41] 

 
In the bibliometric analysis of this study, articles were still found with a low 

number of citations (0 citations). According to the researchers, the main reasons for the 
low number of citations were a lack of understanding of collaborative research at home 
and abroad, lack of innovation, or ignoring domestic peer references. The author also 
divides one article into two or more to increase the number of publications for the 
author, which can affect the quality of the paper. The annual distribution of the number 
of publications is plotted in Figure 6 for the author's performance. Of the ten authors 
with the most publications, the research trend continues to increase, as shown by nine 
authors still writing articles. The size of the circle on the chart indicates the number of 
papers published by the author, and the bigger the circle, the more papers published in 
that year. In addition, the circle’s color represents the number of times the author has 
been cited, and the darker the color of the circle, the higher the number of citations 
received by the author that year. Author Kaur P published 1 article in 2019 with 132 
citations per year, the smallest number of publications but the highest number of 
citations.  

Author Liu Y was the first to introduce this method for breast cancer prediction 
in 2006. Liu Y published an article in Cancer Informatics discussing a hybrid approach 
to discovering cancer biomarkers from gene expression data [48]. Liu Y also compared 
six filter methods and three wrap methods to determine biomarkers and developed a 
hybrid approach that combines the two methods. Author Fusco became the second 
pioneer to publish an article on breast cancer prediction using dynamic and 
morphological features with several classifications [26]. 
 
 



Journal of Computing and Data Science (JODA) 

Vol. 1, No. 1, 2023, pp. 9~30 

  

18 

 

 
Figure 6. Number of articles in the top 10 authors over time. 

 
Analysis of Science Mapping 

Scientific mapping analysis explains how the conceptual structure, co-
occurrence network, and intellectual literature are characterized. Scientific mapping will 
reveal information about the topic groups discussed, trending articles often cited, and 
keywords often used. In addition, this analysis will evaluate collaborations between 
authors and identify the most influential authors and journals. 
 
Analysis of Conceptual Structure 

An article is a scientific report; articles are essential in a scientific information 
guide. Keywords in articles can help in searching and saving an article. In addition, 
Keyword Plus can be used to increase search articles based on keywords or titles. To 
form a Keyword Plus co-occurrence network, you can use the ‘biblioNetwork’ function 
in the ‘bibliometrix’ package. In Figure 7, the number and ranking of keywords 
frequently appearing in articles can provide an overview of the research topic. 
Therefore, Keyword and Keyword Plus are very important in bibliometric analysis and 
can assist researchers in exploring a collection of articles related to a particular topic. 
The keywords Breast Cancer and Decision Tree are close together, so it can be said 
that they are often used together in explanations in articles. The keyword decision tree 
ranks 6th, is often used in a collection of articles, and has been used for research since 
2016. 
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Figure 7. Keywords in articles that often appear 

 
Analysis of co-occurrence network 

In the co-occurrence network analysis of the plus keyword, the network has 
three main groups in this collection of articles, as shown in Figure 8. The first group 
consists of keywords related to breast cancer concepts in the medical field, such as 
“breast cancer," “mammary carcinoma,” and “breast neoplasm.” This group is marked 
with a green circle. While the second group consists of keywords related to breast 
cancer analysis methods in the computer field, such as “decision tree," “machine 
learning,” and “statistical analysis.” This group is marked with a red circle. In addition, 
several keywords appear separately from the two main groups, such as “mammary 
carcinoma” and “breast neoplasm," “predictive model," “diagnostic,” and “genetic 
algorithm.” This group is related to the concept of breast cancer in bioinformatics. This 
group is marked with a blue circle. 
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Figure 8. Co-occurrence network of plus keywords 

 
Analysis of conceptual structure map 

Conceptual structure map analysis can be employed to facilitate identifying 
articles relevant to research topics. In this conceptual structure map, 250 keywords 
appear in articles. From 734 keywords and 2974 keywords, 250 keywords were taken. 
The 250 keywords were categorized into three research theme groups. The first group 
is the theme of breast cancer research in the medical field. This group is marked with a 
green circle. At the same time, the second group is the theme of breast cancer 
research in medicine. This group is marked with a red circle. The third group is the 
theme of breast cancer research in the field of bioinformatics. This group is marked 
with a blue circle. 

The grouping results are then presented as a strategic diagram in Figure 9. This 
diagram can be used to visualize the relationship between keywords and research 
themes, making it easier for users to find articles related to research topics. Figure 9 
explains the strategic diagram, which consists of three research topics based on a 
collection of articles. Each research topic in the strategic diagram has two parameters: 
Centrality and Density. The horizontal axis measures centrality and strengthens the 
external connection between the research topic and the research topic in collecting 
articles. This parameter measures the importance of research topics in research 
development. The vertical axis measures density. This parameter is the strength of the 
connection between keywords in the research topic. Density can be used to measure 
the degree of the research topic. This map shows that the theme of breast cancer 
research in the computer field has low Centrality and Density. In contrast, the theme of 
breast cancer research in the medical field has high density, and the theme of breast 
cancer research in the bioinformatics field has high centrality.  

The strategic diagram in Figure 9 can also provide information about the 
position of each research theme in the development of the breast cancer research field. 
The upper right quadrant of the strategic diagram shows that the themes related to 
breast cancer research have high density and centrality, so the themes are well-
developed and essential for constructing research fields. The lower right quadrant 
displays research themes with high centrality but low density, indicating that these are 
important for the development of the research field but are not well developed and are 
generally the primary themes in the research field. Themes with high density but low 
centrality are found in the upper left quadrant, indicating that the research theme is 
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well-developed but has a limited impact on the research field. At the same time, the 
lower left quadrant highlights themes with low density and centrality, which can be 
considered as less essential themes in the field of research. The thematic map analysis 
in Figure 9 in this study has three main research topics. Even though the topic of breast 
cancer research in the computer field shows low density and low centrality, this 
research topic is still considered essential to be developed because it has the potential 
to become a center for the development of all breast cancer research. Second, 
although the number of research articles related to the computer field is still tiny 
compared to the medical and informatics fields, based on thematic map analysis, the 
computer field is still developing and requires attention. 

 
Figure 9. Thematic map based on keywords 

 
Analysis of the most contributed articles 

The following are the fifteen articles that have contributed the most to each 
research topic (five articles); as shown in Table 7, there are five articles with high 
contributions to the research topic in the field of medicine (green color), namely Pelon 
[15], Ferraro [49], Rexhepaj [20], Hadi [50]  and  Sánchez-Calderón [51]. The article by 
Pelon [15] used cancer-associated fibroblast heterogeneity in the axillary lymph nodes. 
In contrast, the article by Ferraro [49] used a microfluidic platform that combines a 
liquid drop and magnetic tweezers. The article by Rexhepaj [20] used the cytoplasm-to-
nucleus ratio of confirmed survival as a prognostic indicator. In contrast, the article by 
Hadi [50] used a Serum Metabolomics profile for Diagnosis, Classification, and Stage 
of Breast Cancer. Meanwhile, the article by Sánchez-Calderón [51] used a cost-benefit 
analysis of liquid biopsies to determine patient treatment changes. The other five 
articles that best represent research themes in the computer field (red color) are Sakri 
[18], Abbas [52], Saarela [53], Osman [54], and Kaya Keleş [55]. Author Sakri [18] used 
particle swarm optimization for feature selection in predicting breast cancer recurrence, 
while the article by Abbas [52] used the BCD-WERT approach for breast cancer 
detection using efficient features. The article by Saarela [53] uses a comparison of 
feature importance measures as an explanation for the classification model. In 
contrast, the article by Osman [54] uses the Ensemble Boosting Learning Method, 
which is effectively used for virtual breast cancer screening using the Neural Network 
model. Meanwhile, author Kaya Keleş [55] uses a data mining classification algorithm 
to predict and detect breast cancer. 
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The other four articles that most represent the field of bioinformatics (blue color) 
are Chen [8], Chowdhary [56], Jayatilake [57], and Al-Azzam [58]. In this research, 
researchers continue to develop bioinformatics approaches to improve the diagnosis 
and treatment of diseases, especially breast cancer. Author Chen [8] used an 
Ensemble from a decision tree to uncover potential miRNA-disease associations. In 
contrast, Chowdhary [56] used an efficient segmentation and classification system for 
medical images using intuitionist-possibilistic fuzzy C-mean clustering and the fuzzy 
SVM algorithm. In addition, Jayatilake [57] utilizes machine learning tools to assist in 
health decision-making, while Al-Azzam [58] compares Supervised and Semi-
Supervised Machine Learning Models in Diagnosing Breast Cancer. To obtain more 
information about the contribution of papers related to the three topics in the research 
field, Table 7 shows the five articles with the most considerable contributions for each 
topic. The first topic is related to the field of computers; a paper with a significant 
contribution is “A Novel Hybrid Feature Selection Approach Using a Decision Tree and 
Artificial Bee Colony Algorithm for Breast Cancer Diagnosis” by Keles [55]. The second 
topic is related to bioinformatics; the paper with the most significant contribution is 
“Artificial Intelligence for Breast Cancer Detection in Mammography: A Systematic 
Review” by Al-Azzam [58].  
 
 

Table 7. The articles that most contributed to the research topic 

Year Contribution Citations 
Author 

2020 40,75 [15] 

2016 5,625 [49] 

2010 2,929 [20] 

2017 5,714 [50] 

2020 3,25 [51] 

2018 17,333 [18] 

2021 18,667 [52] 

2021 18,333 [53] 

2020 7,25 [54] 

2019 5,4 [55] 

2019 26,2 [8] 

2020 12,75 [56] 

2021 14,667 [57] 

2021 11,333 [58] 

 
Analysis of the Social Order 

Grouping of author collaborations uses the Louvain Algorithm. The results of 
the Louvain Algorithm are in the form of visualization; visualization can explain the 
relationship between authors in collaborative article writing, as shown in Figure 10. In 
visualization, 30 of the most influential writers collaborated on research according to 
the topic during 2005-2023. This visualization provides insight into research 
collaboration among authors and helps understand scientific networks.  
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Figure 10. Thematic map based on keywords 

 
The visual representation of author collaboration through co-occurrence 

technique is shown in Figure 10. The size of the circles indicates the number of articles 
written by the authors, and the cross coverage between the circles indicates the 
number of articles written together by the authors. It should be noted that isolated 
nodes do not necessarily mean that the authors did not collaborate with others but only 
prove that they did not collaborate with the top 30 influential authors. Therefore, these 
isolated nodes are removed from the figure to avoid misinterpretation. The figure 
shows eight collaborative groups, divided into three categories, are among the top 30 
influential authors. The collaborative group led by Liu Y has the most frequent 
collaborative relationship, as indicated by the dark blue color. Visualization explains the 
author’s collaboration through the co-occurrence technique, as shown in Figure 8. The 
circle size indicates the number of articles co-authored by the authors, and the cross 
coverage between circles indicates the number of articles co-authored by the authors. 

It should be noted that isolated nodes do not mean that the author did not 
collaborate with others but only prove that they did not collaborate with the top 30 
influential authors. As seen in Figure 8, there are eight collaborative groups among the 
top 30 influential authors. The collaborative group led by Liu Y has the most frequent 
collaborative relationships shown in blue. Figure 9 shows the country of origin of the 
authors of articles on using the Decision Tree for breast cancer prediction worldwide. 
The big circle represents the country represented by the number of national 
correspondences, while the thickness of the relationship between countries shows the 
frequency of collaboration between these countries. 
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It can be seen that the United States and China are the countries with the 
darkest color, indicating that researchers from these countries have written the highest 
number of articles, and the results of the analysis are consistent. The most frequent 
link was between the US and China, indicating that researchers from the two countries 
collaborated and communicated more frequently. In addition, India and Iran also 
occupy the second position in the frequency of collaboration, as shown in Figure 11. 
 

 
Figure 11. Level of collaboration between countries based on author affiliation. 

 
Analysis of Struktur Intelektual 

Figure 12 displays research historiography using the Decision Tree method for 
breast cancer prediction based on citation networks. In the 20 articles analyzed, 
starting from the articles written by [16] until the article, there are three citation 
networks with different colors: blue, red, and green. The first cluster in red font with 
eight authors consists of authors Shanbehzadeh [59], Li [34], Massafra [60], Gangayah 
[16], Qawqzeh [61], Nik Ab Kadir [62], and Ozcan [63]. The second cluster in red font 
with two authors consists of Abbas [52] and Zhang [30]. The third cluster is in green 
font with three authors: Osman [63], Huang [64], and Khan [65]. Figure 12 shows the 
citation relationship between the authors involved in this study during 2019-2023. 
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Figure 12. Historical evolution of shared citations among the 20 most relevant articles. 

 
Figure 12 shows the historical development of 20 influential articles on breast 

cancer prediction according to chronological and cluster order. In the first cluster, there 
is the first most influential author, Gangyah [16], with the article “Predicting factors for 
survival of breast cancer patients using machine learning techniques.” This article has 
a local citation score (LCS) of 3 and a global citation score (GCS) of 110, published by 
BMC Medical Informatics and Decision Making in 2019, as shown in Table 8. This 
study built a predictive model using a decision tree, random forest, neural networks, 
extreme boost, logistic regression, and a support vector machine. Important variables 
identified included cancer stage classification, tumor size, total number of axillary 
lymph nodes removed, number of positive lymph nodes, type of primary treatment, and 
method of diagnosis. All algorithms produce similar accuracy, and machine learning 
methods can be alternative predictive tools[16]. 

 
Table 8. The information on 20 articles for the citation network. 



Journal of Computing and Data Science (JODA) 

Vol. 1, No. 1, 2023, pp. 9~30 

  

26 

 

 
Articles written by Ganggayah [16] have become the basis for citations of other 

articles in subsequent years, including an article by Li J in 2021[34]. This article 
describes past research using Machine Learning (ML) to predict patient survival rates 
for breast cancer for five years. It was found that 31 articles met the inclusion criteria; 
most were published after 2013 and used the most frequently used ML methods, such 
as Decision Trees, Artificial Neural Networks, Vector Support Machines, and Ensemble 
Learning. However, the results of the analysis show that the ML model’s performance 
has not significantly improved compared to traditional statistical methods [34].  
 A study conducted by Ganggayah [16] regarding using machine learning 
techniques to build a predictive model for breast cancer received quotes from several 
recent articles. One of them is a study by Li J in 2021 [34] regarding a systematic 
review of research using Machine Learning to predict the survival rate of breast cancer 
patients for five years. In this research, Decision Trees are the most frequently used 
Machine Learning method with model accuracy that has not shown significant 
improvement compared to traditional statistical methods. Then, in 2022, Nik Ab Kadir 
MN [62] researched Malaysia to develop a predictive model for survival among women 
with breast cancer using Cox proportional hazards, artificial neural networks, and 
classification decision tree analysis. In that study, the Cox PH model had the highest 
accuracy in predicting patient survival compared to the DT and ANN models [62]. 
 
CONCLUSIONS 

Bibliometric analysis can be used to analyze author performance and scientific 
mapping in the structure of scientific publications. Author performance analysis 
evaluates articles’ productivity and impact using bibliometric indicators. Likewise, 
scientific mapping shows conceptual, social, and citation structures using co-
occurrence analysis on keyword plus, co-author, and co-reference analysis. To analyze 
bibliometrics, use the Bibliometric in R package. They were using the Scopus database 
for literature collections. As a limitation, keywords and years were used to limit the 
literature analyzed. This research found that the three countries that produced the most 
articles were China, USA, and Iran. In comparison, the three countries that produced 
the most citations were China, the USA, and India. Further studies can be carried out 
by adding to the literature collection and being selective about the keywords used to 
get more comprehensive findings. 
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