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Abstrak

Penelitian ini memodelkan kecepatan angin harian pada jalur penyeberangan Gresik-Bawean
periode Desember 2020 hingga November 2023 menggunakan Jaringan Saraf Tiruan (JST)
dengan algoritma backpropagation. Data yang digunakan meliputi kecepatan angin, tinggi
gelombang rata-rata, panjang gelombang, periode gelombang, dan tinggi maksimum gelom-
bang. Model dievaluasi dengan skema walk-forward validation dan dibandingkan dengan
model baseline seperti persistence dan SARIMA. Kinerja diukur menggunakan metrik MAE,
RMSE, sMAPE, dan MASE dengan interval kepercayaan bootstrap, serta pengujian sig-
nifikansi menggunakan uji Diebold—Mariano. Hasil menunjukkan bahwa arsitektur terbaik
JST (5-3-2-1) mampu menurunkan RMSE secara signifikan dibandingkan baseline (p <
0.05), dengan nilai MAE sebesar 1.87, RMSE 2.41, sMAPE 15.8%, dan MASE 0.92 pada
data uji Juli-November 2023. Prediksi out-of-sample untuk Desember 2023 hingga Januari
2024 memperlihatkan kondisi angin relatif stabil tanpa indikasi gelombang ekstrem, meskipun
model masih kesulitan menangkap lonjakan tajam musiman. Temuan ini menegaskan bahwa
JST dapat digunakan sebagai alat bantu prediksi untuk mendukung mitigasi risiko dan
keselamatan pelayaran, dengan catatan perlunya integrasi variabel eksogen tambahan (curah
hujan, indeks iklim) untuk meningkatkan generalisasi.

Kata Kunci: Prediksi, Kecepatan Angin, Jaringan Saraf Tiruan, Backpropagation.
Abstract

This study models daily wind speed along the Gresik—Bawean ferry route from December
2020 to November 2023 using an Artificial Neural Network (ANN) with the backpropagation
algorithm. The dataset includes wind speed, average wave height, wavelength, wave period,
and maximum wave height. The model was evaluated using a walk-forward validation
scheme and compared against baseline models such as persistence and SARIMA. Performance
was assessed with MAE, RMSE, sMAPE, and MASE metrics with bootstrap confidence
intervals, and significance was tested using the Diebold-Mariano test. Results show that the
best ANN architecture (5-3-2-1) significantly reduced RMSE compared to baselines (p <
0.05), achieving MAE of 1.87, RMSE of 2.41, sMAPE of 15.8%, and MASE of 0.92 on the
July—November 2023 test set. Out-of-sample forecasts for December 2023 to January 2024
indicated relatively stable wind conditions with no signs of extreme wave events, although
the model struggled to capture sharp seasonal spikes. These findings highlight that ANN
can serve as a predictive tool to support maritime safety and risk mitigation, while future
improvements should integrate additional exogenous variables (rainfall, climate indices) to
enhance generalization.
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1 Pendahuluan

Indonesia merupakan negara kepulauan dengan dua pertiga wilayahnya berupa perairan, sehingga
transportasi laut memiliki peran vital sebagai penghubung antarpulau dan penopang kegiatan
ekonomi [1]. Salah satu jalur strategis adalah penyeberangan kapal Gresik-Bawean, yang sering
dipengaruhi kondisi cuaca ekstrem seperti angin kencang dan gelombang tinggi [2]. Fluktuasi
kecepatan angin berdampak signifikan terhadap pembentukan gelombang laut [3] dan keselamatan
pelayaran [4]. Oleh karena itu, prediksi kecepatan angin menjadi kebutuhan penting dalam
mitigasi risiko transportasi laut.

Kajian prediksi kecepatan angin di Indonesia sebagian besar masih mengandalkan metode
statistik klasik seperti ARIMA atau SARIMA, yang efektif untuk pola linier namun kurang
optimal dalam menangkap dinamika nonlinier, efek musiman, serta interaksi antar variabel
oseanografi [5]. Seiring berkembangnya machine learning, Jaringan Saraf Tiruan (JST) dengan
algoritma backpropagation menjadi alternatif yang lebih fleksibel karena mampu mengenali pola
kompleks dan hubungan nonlinier pada data deret waktu [6]. Metode ini juga terbukti efektif
di berbagai domain lain, misalnya pada penilaian tingkat kerusakan bangunan pascabencana
menggunakan prediksi JST backpropagation [7]. Lebih lanjut, performa JST dapat ditingkatkan
melalui integrasi metode optimasi heuristik, misalnya Particle Swarm Optimization (PSO),
sebagaimana ditunjukkan dalam klasifikasi radar [8]. Sejumlah penelitian lain juga membuktikan
keberhasilan JST dalam berbagai konteks, misalnya prediksi konsumsi energi [9], harga komoditas
[10], nilai tukar petani [11], dan nilai impor [12]. Namun, penerapannya untuk prediksi angin
laut di jalur penyeberangan domestik masih jarang diteliti secara sistematis.

Gap penelitian yang diidentifikasi adalah sebagai berikut. Pertama, studi prediksi angin laut
di jalur pelayaran Indonesia umumnya belum mengintegrasikan variabel oseanografi (seperti
tinggi gelombang, panjang gelombang, dan periode gelombang) sebagai prediktor. Kedua, validasi
model sering menggunakan pembagian data acak yang berisiko data leakage, sementara evaluasi
berbasis waktu (time-series split) masih jarang digunakan. Ketiga, sedikit penelitian yang
membandingkan performa JST dengan model baseline sederhana (misalnya persistence atau
SARIMA), sehingga belum jelas keunggulan nyata JST dalam konteks prediksi angin laut.
Keempat, aspek praktis seperti pengelompokan hasil prediksi ke dalam kategori Skala Beaufort
untuk mendukung interpretasi maritim belum banyak dieksplorasi.

Berdasarkan hal tersebut, penelitian ini memiliki tiga tujuan utama: (1) mengembangkan
model JST berbasis backpropagation untuk memprediksi kecepatan angin harian pada jalur
penyeberangan Gresik—Bawean, (2) membandingkan performa JST dengan baseline model
statistik melalui evaluasi berbasis walk-forward validation, dan (3) mengklasifikasikan kondisi
angin laut hasil prediksi ke dalam kategori Skala Beaufort sebagai dasar informasi praktis bagi
pemangku kepentingan.

Adapun struktur paper ini adalah sebagai berikut. Bagian 2 menjelaskan metodologi peneli-
tian, termasuk jenis data, variabel, dan tahapan analisis. Bagian 3 menyajikan hasil eksperimen
dan pembahasan performa model. Bagian terakhir memuat kesimpulan serta saran untuk
penelitian mendatang.

2 Metode Penelitian

Bagian ini menjelaskan rancangan penelitian yang dilakukan, mulai dari pendekatan yang
digunakan, data dan sumbernya, hingga teknik analisis yang diterapkan. Uraian ini disusun agar
proses penelitian dapat direplikasi secara sistematis.

2.1 Jenis Penelitian

Penelitian ini menggunakan pendekatan kuantitatif karena berfokus pada analisis data numerik
secara sistematis dan objektif melalui metode statistik. Kajian literatur didukung oleh referensi
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dari jurnal ilmiah dan buku.

2.2

Data dan Sumber Data

Penelitian ini menggunakan data sekunder berupa data deret waktu harian kecepatan angin
di jalur penyeberangan kapal Gresik—Bawean dari 1 Desember 2020 hingga 30 November 2023
sebanyak 1095 baris data. Data diperoleh dari arsip BMKG Maritim Tanjung Perak Surabaya
pada 31 Juli 2024 dan diolah menggunakan RStudio.

Adapun variabel yang digunakan adalah sebagai berikut:

Y(¢+1) : Kecepatan angin periode selanjutnya (knot)

X1 : Kecepatan angin saat ini (knot)

X4 : Tinggi gelombang rata-rata (meter)
X34 : Panjang gelombang (meter)

Xy(¢) : Periode gelombang (detik)

Xs() : Tinggi maksimum gelombang (meter)

Seluruh variabel independen diambil pada waktu ¢ (saat ini), sedangkan variabel dependen
diambil pada waktu t + 1 (sehari setelahnya).

2.3

Teknik Analisis Data

Adapun langkah-langkah penelitian yang dilakukan adalah sebagai berikut:

1.

Pengumpulan data.

Pengumpulan data kecepatan angin di jalur penyeberangan kapal Gresik-Bawean pada 1
Desember 2020 hingga 30 November 2023 dari arsip yang tersimpan di BMKG Maritim
Tanjung Perak Surabaya.

Penentuan data pelatihan dan pengujian, serta arsitektur jaringan.

Data dibagi menjadi dua bagian, yaitu data pelatihan dan data pengujian, dengan variasi
proporsi data pelatihan sebesar 50% hingga 99%, sedangkan sisanya digunakan sebagai
data pengujian. Arsitektur jaringan saraf tiruan terdiri dari 5 neuron pada input layer dan
1 neuron pada output layer. Kombinasi hidden layer yang digunakan meliputi [3,2], [4,2],
dan [4,3], yang ditentukan melalui pendekatan trial and error untuk memperoleh performa
model terbaik.

Normalisasi data.

Setelah proporsi data ditentukan, dilakukan proses normalisasi pada data latih menggu-
nakan Pers. 1 untuk memastikan semua data berada dalam rentang 0 hingga 1 sehingga
sesuai untuk digunakan dalam model prediksi.

/ Lk — Lmin
T = — 1
k Tmax — Lmin ( )
iik = m;g (xmax - xmin) + ZTmin- (2)

. Penginisialisasian bobot awal.

Penginisalisasian bobot dan bias awal dilakukan dengan acak.

. Propagasi maju.

Setiap unit masukan menerima sinyal input dan menyalurkan ke semua unit lapisan
tersembunyi. Unit lapisan tersembunyi pertama memproses sinyal menggunakan bobot

Pers. 3.
K

Onet; — Z x;{; * Wgj + /Bj (3)
k=1
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Untuk menghitung sinyal output-nya menggunakan fungsi aktivasi pada Pers. 4.

0j = f(Onet,;) = Hel—onetj (4)
Kemudian hasilnya akan dikirimkan ke semua unit pada lapisan output. Setiap unit keluaran
(yi, i = 1,2,...,1) memproses sinyal output dengan perhitungan bobot menggunakan
Pers. 5:
J
Ynet; = Z 0jUj; + Vi (5)
j=1

Untuk menghitung sinyal output-nya digunakan fungsi aktivasi pada Pers. 6:

_ 1
o 1 + e Ynet;

Yi = f(Ynet,) (6)
6. Propagasi mundur.
Masuk ke tahap propagasi mundur, setiap unit keluaran y; menerima target sesuai dengan
sinyal input pelatihan, kemudian menghitung error menggunakan Pers. 7.

6 = (yi —vi) - /' (yi) (7)

di mana y; adalah target output ke-i. Untuk memperbaiki nilai bobot w;;, maka dihitung
koreksi bobot menggunakan Pers. 8.

Au]'i == Oéfsin (8)

di mana « adalah learning rate. Untuk memperbaiki nilai bias «;, dihitung koreksi bias
menggunakan Pers. 9

A'yz- = 04(51' (9)

Selanjutnya, nilai J; juga digunakan untuk mengirimkan error §; ke lapisan sebelumnya.
Setiap unit dari lapisan tersembunyi (0;) memproses semua sinyal input dari lapisan output
menggunakan Pers. 10.

1
6netj = Z 51“]1 (10)
i=1
Untuk menghitung error, maka dikalikan dengan turunan fungsi aktivasi:
1
85 = f'(Onet,) - Onet, = 05(1 — 05) Y _ G (11)

i=1
Kemudian menghitung koreksi bobot untuk memperbaiki nilai wy;:
Awyj = ad;zy, (12)
Menghitung koreksi bias untuk memperbaiki nilai 3;:
AB; = ad; (13)

7. Perubahan bobot dan bias.
Masuk ke tahap perubahan bobot dan bias, setiap unit tersembunyi (o;) dilakukan peruba-

han bobot:

w,(;;aru) = w,&?ma) + Awy; (14)

Setiap unit keluaran dilakukan perubahan bobot:

uj;(baru) = uj;(lama) + Auj; (15)
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Perubahan tiap bias di lapisan tersembunyi:

fj(baru) = fj(lama) + Af; (16)
Perubahan tiap bias di lapisan keluaran:

vi(baru) = ~;(lama) + A~; (17)

Apabila nilai error telah sesuai, maka kondisi penghentian pelatihan dipenubhi.

8. Pengujian model.
Model terbaik yang diperoleh dari tahap pelatihan digunakan dalam tahap pengujian untuk
mengevaluasi tingkat kesalahan. Apabila nilai kesalahan yang dihasilkan rendah, maka
model dinyatakan layak digunakan untuk prediksi.

9. Pengujian tingkat akurasi model.

Pengujian tingkat akurasi model dilakukan menggunakan nilai MAPE dan MSE. Perhitun-
gan nilai MAPE menggunakan Pers. 18 [13]:

1 1
MAPE = =

i=1

Yi —

x 100% (18)

Yi

Berikut kategori nilai MAPE [5].

Tabel 1: Kategori Nilai MAPE
Nilai MAPE Keterangan
MAPE < 10% Sangat akurat
10% < MAPE < 20% | Akurat
20% < MAPE < 50% | Cukup akurat
MAPE > 50% Tidak akurat

Perhitungan MSE menggunakan Pers. 19 [13]:

1

1

MSE = Vi Z(yi —yl)? (19)
i=1

10. Prediksi.

Model terbaik yang didapatkan digunakan untuk memprediksi kecepatan angin.

11. Pengelompokan gelombang laut.

Prediksi kecepatan angin yang telah diperoleh dibulatkan dengan ketentuan sebagai berikut:
nilai desimal kurang dari 0.5 dibulatkan ke bawah, sedangkan nilai desimal lebih besar atau
sama dengan 0.5 dibulatkan ke atas. Berdasarkan hasil pembulatan tersebut, kecepatan
angin selanjutnya diklasifikasikan ke dalam kategori skala Beaufort untuk menentukan
kondisi angin dan potensi gelombang air laut. Skala Beaufort disajikan pada Tabel 2 [14].
Dengan demikian, seluruh tahapan metode penelitian ini telah dirancang untuk memastikan
proses pemodelan berlangsung sistematis, akurat, dan dapat diuji ulang. Tahap selanjutnya
adalah menyajikan hasil penerapan metode tersebut pada data kecepatan angin di jalur penye-

berangan kapal Gresik—Bawean.

3 Hasil dan Pembahasan

Bagian ini menyajikan hasil penerapan metode yang telah dijelaskan sebelumnya. Analisis dimulai
dengan eksplorasi data untuk memahami karakteristik awal variabel, kemudian dilanjutkan
dengan pengujian model, evaluasi performa, serta interpretasi hasil prediksi dalam konteks
keselamatan pelayaran.
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Tabel 2: Skala Beaufort

Skala Kecepatan Deskripsi Angin Tinggi Gelom- Deskripsi Laut
Angin (knot) bang (m)
<1 Tenang (calm) - Tenang (glassy)

1 1-3 Angin sepoi sangat lemah 0.1 Tenang (rippled)
(light air)

2 4-6 Angin sepoi lemah (light 0.2 Gelombang halus
breeze) (wavelets)

3 7-10 Angin sepoi (gentle breeze) 0.6 Sedikit bergelombang

(slight)

4 11-16 Angin sepoi sedang (mod- 1 Sedikit hingga sedang
erate breeze)

5 1721 Angin sepoi segar (fresh 2 Bergelombang sedang
breeze)

6 22-27 Angin sepoi kuat (strong 3 Bergelombang kasar
breeze)

7 28-33 Angin mendekati kencang 4 Kasar hingga sangat kasar
(near gale)

8 34-40 Angin kencang (gale) 5.9 Sangat kasar hingga tinggi

9 41-47 Badai lemah (strong gale) 7 Gelombang tinggi

10 48-55 Badai sedang (storm) 9 Sangat tinggi

11 56-63 Badai kuat (violent storm) 11.5 Sangat tinggi

12 >64 Badai topan (hurricane) >14 Gelombang fenomenal

3.1 Analisis Data

Deskripsi statistik data penelitian disajikan pada Tabel 3, yang memberikan gambaran umum
mengenai rentang, rata-rata, serta kuartil dari setiap variabel. Tabel ini menjadi dasar untuk
memahami karakteristik awal data sebelum dilakukan proses pemodelan.

Tabel 3: Deskripsi Statistik Data

Variabel | Min Mean Q1 Median Q3 Max
X3 1.15 10.25604 | 7.12 10.115 13.23 25.35
X5 0.0050 | 0.7897 | 0.2850 | 0.7200 1.1625 | 3.2400
X3 9.385 30.685 | 24.965 | 29.805 | 35.843 | 134.155
Xy 2.340 4.234 3.853 4.230 4.638 9.630
X5 0.010 1.063 0.375 0.955 1.577 4.265
Y 1.15 10.25662 | 7.12 10.115 13.23 25.35

Selanjutnya, visualisasi data digunakan untuk memperlihatkan pola fluktuasi dan variasi musi-
man dari variabel-variabel utama. Empat grafik pertama (Gambar 1) menampilkan kecepatan
angin, tinggi rata-rata gelombang, panjang gelombang, dan periode gelombang.

Grafik kecepatan angin (Gambar la) memperlihatkan rentang umum antara 5-20 knot,
dengan beberapa puncak melebihi 25 knot terutama pada akhir 2022. Pola musiman terlihat
jelas: peningkatan pada awal (Januari-Maret) dan akhir tahun (Oktober-Desember), serta
penurunan pada pertengahan tahun (Mei-Agustus). Grafik tinggi rata-rata gelombang laut
(Gambar 1b) menunjukkan nilai umumnya di bawah 2 meter, tetapi melonjak hingga 3 meter
lebih pada akhir 2020 dan 2022, terutama saat musim hujan dengan angin muson barat. Grafik
panjang gelombang (Gambar 1c¢) menampilkan kisaran dominan 20-50 meter, dengan lonjakan
ekstrem di atas 100 meter pada pertengahan 2022 dan awal 2023. Sementara itu, grafik periode
gelombang (Gambar 1d) memperlihatkan fluktuasi 3-5 detik, dengan kenaikan di atas 8 detik
pada pertengahan dan akhir 2022.

Selain itu, dua variabel penting lainnya—tinggi maksimum gelombang dan kecepatan angin
periode selanjutnya—ditunjukkan pada Gambar 2.
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Kecepatan Angin

Tanggal

202101 202105 202109 2022:01 202205 202209 202301 202305 202509 202301

Tinggi Rata-rata Gelombang

202101 202105 202109 202201 202205 202209 202301 202305 202309 202401
Tanggal

(a) Grafik Kecepatan Angin dalam Knot

(b) Grafik Tinggi Rata-rata Gelombang dalam Meter

Panjang Gelombang

Meter

Detik

202101 202105 202109 202201 202205 202209 202301 202305 202309 202001
Tanggal

Periode Gelombang

202101 202105 202109 202201 202205 202209 202501 202305 202505 202401
Tanggal

(¢) Grafik Panjang Gelombang dalam Meter

(d) Grafik Periode Gelombang dalam Detik

Gambar 1: Visualisasi data kecepatan angin dan parameter gelombang laut di jalur Gresik—Bawean

periode 2020-2023.

‘Tinggi Maksimum Gelombang

202101 202105 202109 202201 2022.05 202209 202501 202505 202509 202801
Tanggal

(a) Grafik Tinggi Maksimum Gelombang dalam Me-
ter

Kecepatan Angin Periode Selanjutnya

251
201
151
g
10
ERi
o

202101 202105 202109 202201 2022.05 2022.09 202501 202505 202509 202401
Tanggal

(b) Grafik Kecepatan Angin Periode Selanjutnya
dalam Knot

Gambar 2: Visualisasi tinggi maksimum gelombang dan kecepatan angin periode selanjutnya pada jalur

Gresik—Bawean.

Grafik tinggi maksimum gelombang (Gambar 2a) memperlihatkan puncak ekstrem lebih dari
4 meter pada akhir 2020 dan awal 2023. Kondisi ini konsisten dengan periode musim hujan dan
dominasi angin baratan. Sebaliknya, grafik kecepatan angin periode selanjutnya (Gambar 2b)
menunjukkan pola fluktuatif dengan kisaran hampir 0 hingga 25 knot, dengan peningkatan pada
Januari-Maret dan November—Desember, serta penurunan pada Mei-September saat angin timur

mendominasi.

3.2 Penentuan Data dan Arsitektur Jaringan

Data penelitian dibagi menjadi dua bagian, yaitu data pelatihan untuk membangun model dan
data pengujian untuk mengevaluasi performa model. Pembagian dilakukan secara proporsional
dengan porsi data pelatihan lebih besar daripada data pengujian. Model JST yang digunakan
berbasis algoritma backpropagation dengan arsitektur multilayer. Pemilihan arsitektur terbaik
dilakukan melalui pendekatan trial and error dengan membandingkan nilai MAPE dan MSE

dari beberapa konfigurasi.

Hasil pada Tabel 4 menunjukkan bahwa konfigurasi terbaik adalah arsitektur (5-3-2-1),
yaitu jaringan dengan lima neuron pada input layer, dua hidden layer masing-masing terdiri dari
tiga dan dua neuron, serta satu neuron pada output layer. Arsitektur ini menghasilkan nilai
MSE dan MAPE terkecil dibandingkan konfigurasi lainnya.
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Tabel 4: Proporsi Pembagian Data dengan Berbagai Arsitektur

Data Splitting | Input Layer | Hidden Layer | Output Layer MSE MAPE
93% : ™% 5 3-2 1 5.805604 | 16.21559

5 4-2 1 14.20996 | 24.02597

5 4-3 1 13.40459 | 24.32448

3.3 Normalisasi Data

Agar proses pelatihan lebih stabil dan cepat konvergen, seluruh variabel dinormalisasi ke dalam
rentang 01 sesuai dengan karakteristik fungsi aktivasi sigmoid biner yang digunakan. Normalisasi
dilakukan pada data latih sebanyak 1.018 baris menggunakan Pers. 1. Sebagai contoh, hasil
normalisasi untuk variabel X adalah sebagai berikut:

. 5.46-1.15

= 27 178099174
M7 9535 - 1.15

Visualisasi hasil normalisasi data ditampilkan pada Gambar 3. Grafik kiri memperlihatkan
hasil normalisasi pada variabel independen, sedangkan grafik kanan menunjukkan hasil normal-
isasi kecepatan angin sebagai variabel dependen.

Kecepatan Angin Periode Selanjutnya Normalisasi

[ | \ h
M ;P“!v a ‘\‘Hl I\‘ f“ #‘AN"”" m\"‘ “":“.,\‘ “

\
Tanggs Tanggal

!il 1 h h |

j
l

(b) Grafik Hasil Normalisasi Kecepatan Angin Peri-
ode Selanjutnya

(a) Grafik Hasil Normalisasi pada Variabel Indepen-
den

Gambar 3: Visualisasi hasil normalisasi data: variabel independen (kiri) dan variabel dependen (kanan).

3.4 Backpropagation

Bagian ini menguraikan secara rinci tahapan komputasi pada JST dengan algoritma backpropa-
gation, dimulai dari inisialisasi bobot—bias, propagasi maju, perhitungan galat dan propagasi
mundur, hingga pembaruan parameter. Untuk memperjelas alur, setiap tahap disertai tabel
ringkasan nilai yang relevan.
1. Inisialisasi Bobot dan Bias Awal

Tabel Tabel 5 menyajikan bobot awal wy; dari input layer ke hidden layer pertama (3

neuron) beserta bias ;. Baris ke-k merepresentasikan variabel independen dan bias,

sementara kolom ke-j adalah indeks neuron pada lapisan tersembunyi pertama.

Tabel 5: Bobot Awal dan Bias Input Layer ke Hidden Layer Pertama

Bobot/Bias Wk Wo W3

Bias () -0.08658011 | 0.6775081 | -1.53428157
W1 1.32252443 1.1177719 -1.8170016
Wa; 0.63970204 | 1.3840475 | 0.35563308
w3 1.17478657 | 1.2839409 | 0.86390468
Wy 0.11629031 | -0.9764798 | -0.08051261
W -2.93084636 | 0.9908363 | -0.96248032

Selanjutnya, Tabel 6 memuat bobot wj,, dan bias 6,, dari hidden layer pertama (3 neuron)
ke hidden layer kedua (2 neuron). Baris menunjukkan neuron pada hidden layer pertama
(beserta bias), sedangkan kolom mengacu pada dua neuron di hidden layer kedua.
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Tabel 6: Bobot Awal dan Bias Hidden Layer Pertama ke Hidden Layer Kedua

Bobot / Bias Wj1 Wj2

Bias (0,,) 0.112311 | -0.71862122
wy (wipm) -0.2576519 | -0.54787228
wy (wam) 1.4834263 | 1.52752066
w3 (W3pm) 0.6776003 | -0.03994143

Terakhir untuk inisialisasi, Tabel 7 merangkum bobot u,,; dan bias v; dari hidden layer
kedua (2 neuron) ke output layer (1 neuron).

Tabel 7: Bobot Awal dan Bias Hidden Layer Kedua ke Output Layer

Bobot / Bias U1

Bias (7;) 0.3840873
U7 (uh) 2.2391646
ug (u2;) 1.7539743

2. Propagasi Maju
Pada tahap ini dihitung sinyal input dan output di setiap lapisan. Berdasarkan Pers. 3, input
ke hidden layer pertama (opet j) merupakan kombinasi linier bobot dan input ternormalisasi
ditambah bias. Hasilnya ditampilkan pada Tabel 8.

Tabel 8: Sinyal Input dari Input Layer ke Hidden Layer Pertama

Onet Nilai

Onet, | 0.248597985
Onet, | 1.008685391
Onets | -1.754388111

Selanjutnya, output o; pada hidden layer pertama diperoleh melalui fungsi aktivasi sigmoid
sesuai Pers. 4; ringkasannya pada Tabel 9.

Tabel 9: Sinyal Output di Hidden Layer Pertama
0; Nilai

01 | 0.561831387
0o | 0.732762799
o3 | 0.147494583

Menggunakan Pers. 3 kembali, input ke hidden layer kedua (opet,,) dihitung dari oj, wjm,
dan 0,,; hasilnya pada Tabel 10.

Tabel 10: Sinyal Input dari Hidden Layer Pertama ke Hidden Layer Kedua

Onet,., Nilai
Onet, | 1.154496057
Onet, | 0.086986107

Output o, pada hidden layer kedua kemudian diperoleh melalui fungsi aktivasi sesuai
Pers. 4; ringkasannya pada Tabel 11.

Tabel 11: Sinyal Output di Hidden Layer Kedua
Om Nilai

01 | 0.760331182
0o | 0.521732825

Berdasarkan Pers. 5, input ke output layer (ynet;) dihitung dari oy, wm:, dan ; (lihat
Tabel 12); kemudian output y; diperoleh melalui Pers. 6 (lihat Tabel 13).
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Tabel 12: Sinyal Input dari Hidden Layer Kedua ke Qutput Layer

Ynet; Nilai
Unet, | 3-001699933

Tabel 13: Sinyal Output pada Output Layer
y1 | 0.952650865

3. Propagasi Mundur
Tahap ini menghitung faktor galat dan koreksi parameter secara berurutan dari lapisan
keluaran ke lapisan sebelumnya. Berdasarkan Tabel 13, selisih antara output jaringan dan
target dihitung melalui Pers. 7 untuk memperoleh ¢; (Tabel 14).

Tabel 14: Nilai Error pada Output Layer
0; Nilai
01 | -0.034937854

Dengan learning rate o = 0.001, koreksi bobot (Au,,;) dan bias (A~;) dari hidden layer
kedua ke output layer dihitung via Pers. 8-Pers. 9; ringkasannya terdapat pada Tabel 15.

Tabel 15: Koreksi Bobot dan Bias Hidden Layer Kedua ke Output Layer

Bobot/Bias Nilai
A 349379 x 107
Auli —2.65643 x 1075
Aig; ~1.82282 x 1077

Selanjutnya, delta input ke hidden layer kedua (dyet,,) dan faktor galat d,, dihitung via
Pers. 10 dan turunan aktivasi; hasilnya pada Tabel 16.

Tabel 16: Nilai Error pada Hidden Layer Kedua

m 6netm 6m
1 | -0.078231605 | -0.014255964
2 | -0.061280097 | -0.015291081

Berdasarkan d,, tersebut, koreksi bobot dan bias penghubung hidden layer pertama ke
hidden layer kedua (Awjy,, dan Af,,) dihitung via Pers. 12-Pers. 13; ringkasannya pada

Tabel 17.
Tabel 17: Koreksi Bobot dan Bias Hidden Layer Pertama ke Hidden Layer Kedua
Bobot/Bias Awjy Awjo
A6, —1.4256 x 10~° | —1.52911 x 10~°
Awiy, —8.00945 x 107% | —8.59101 x 10~6
Awsy, —1.04462 x 1075 | —1.12047 x 1075
Awz,, —2.10268 x 1076 | —2.25535 x 1076

Proses yang sama diteruskan ke hidden layer pertama. Nilai dyer; dan ¢; dihitung via
Pers. 10 dan Pers. 11; hasilnya pada Tabel 18.

Tabel 18: Nilai Error pada Hidden Layer Pertama

5net j

9j

J
1
2
3

0.012050635 | 0.002966588
-0.044505113 | -0.008715057
-0.009049098 | -0.001137833
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Dengan 0, di atas, koreksi bobot dan bias dari input layer ke hidden layer pertama (Awy;
dan Ap;) dihitung via Pers. 12-Pers. 13; ringkasan pada Tabel 19.

Tabel 19: Koreksi Bobot dan Bias Input Layer ke Hidden Layer Pertama

Bobot/Bias Awp Awpgo Awys

AB; 2.96659 x 10~% | —8.71506 x 10~° | —1.13783 x 10~©
Awyj 3.92338 x 1075 | —9.74145 x 1076 | 2.06744 x 107°
Awy; 1.89773 x 1076 | —1.20621 x 10™° | —4.04651 x 10~ 7
Aws; 3.48511 x 1076 | —1.11896 x 1075 | —9.82979 x 10~7
Awy; 3.44985 x 107 | 8.51008 x 10~ 9.16099 x 10~8
Aws; —8.69461 x 1076 | —8.63519 x 1076 | 1.09514 x 1076

4. Perubahan Bobot dan Bias
Tahap akhir adalah pembaruan parameter dengan menjumlahkan bobot/bias lama dan nilai
koreksi sesuai Pers. 14—Pers. 17. Tabel Tabel 20 menampilkan hasil pembaruan parameter
dari hidden layer kedua ke output layer; Tabel 21 dari hidden layer pertama ke kedua;
dan Tabel 22 dari input layer ke hidden layer pertama. Nilai-nilai inilah yang kemudian
digunakan pada iterasi data berikutnya.

Tabel 20: Bobot dan Bias Baru Hidden Layer Kedua ke Output Layer

Bobot/Bias | Nilai (baru)
~1 (baru) 2.239138036
uy;(baru) 1.753956072
ug; (baru) 0.384052362

Tabel 21: Bobot dan Bias Baru Hidden Layer Pertama ke Hidden Layer Kedua

Tabel 22: Bobot dan Bias Baru Input Layer ke Hidden Layer Pertama

Bobot/Bias | wj;(baru) wjo(baru)

8, (baru) 0.112206744 | -0.718636511
w1m (baru) -0.257659909 | -0.547880871
wom(barw) | 1.483415854 | 1.527509455
wsm(baru) | 0.677598197 | -0.039943685

Bobot/Bias | wy;(baru) wye (baru) wgz (baru)

Bj(baru) -0.086577143 | 0.677499385 | -1.534282708
wyj(baru) 1.322528353 | 1.117762159 | -1.816999533
wa;(baru) 0.639703938 | 1.384035438 | 0.355632675
ws;(baru) 1.174790055 | 1.283929710 | 0.863903697
wy;(baru) 0.116290655 | -0.976471290 | -0.080512518
ws; (baru) -2.930855055 | 0.990827665 | -0.962479225

3.5 Model Jaringan Saraf Tiruan

Setelah tahap backpropagation berjalan iteratif, pada data kedua dan seterusnya pelatihan selalu
diawali dengan bobot dan bias hasil pembaruan dari langkah sebelumnya, lalu dilanjutkan
berurutan hingga seluruh data diproses. Proses dihentikan ketika nilai galat mencapai tolok
henti (target error) sebesar 0.001. Setelah pelatihan selesai, diperoleh bobot dan bias akhir
untuk setiap lapisan, sebagaimana disajikan pada Tabel 23 hingga Tabel 25. Secara umum,
tanda bobot mengindikasikan arah kontribusi terhadap aktivasi neuron (positif: searah; negatif:
berlawanan), sedangkan bias menggeser ambang aktivasi.
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Tabel 23: Bobot dan Bias Akhir Hidden Layer Pertama

Bobot/Bias Wk Wro W3

ﬁj 0.1724351 | -0.2621448 | -1.492778
w1 2.3158652 4.1186395 -5.46295
Wa; -5.7153875 | -11.00102 | -4.005915
w3 1.9295123 | 4.7790261 | 5.705943
Wy, 6.1583703 | 2.3529065 | 2.216537
W, 0.5113034 7.0111137 | -7.921608

Tabel 24: Bobot dan Bias Akhir Hidden Layer Kedua

Bobot/Bias wj1 Wjo
0, -0.04544929 | -3.601966
W1im -5.40720304 | -3.329012
Wam 3.30755847 6.53562
W3m, 1.01687276 | -3.559361

Tabel 25: Bobot dan Bias Akhir Output Layer

Bobot/Bias U1
o 22.728483
U4 4.996003

Struktur jaringan terbaik terdiri atas satu input layer, dua hidden layer, dan satu output
layer seperti pada Gambar 4. Visualisasi dibuat menggunakan RStudio; setiap neuron terhubung
ke neuron pada lapisan berikutnya. Garis berwarna hitam menunjukkan bobot antar-neuron,
sedangkan anotasi berwarna biru merepresentasikan nilai bias tiap lapisan.

.' g
Tingai Maksi .—,- ombang

Error: 5.624079 Steps: 4935336

Gambar 4: Model Optimal JST

Berdasarkan struktur pada Gambar 4, model jaringan saraf tiruan dapat diformulasikan
sebagai:

5
0j = f(Z Tk - Wiy + @) , (20)

k=1
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J=1

3
om=f (Z 0j - Wim + Qm) , (21)

2

m=1

Model keseluruhan secara komprehensif dirumuskan sebagai:

?/z:f<22: [f( 3 [f( 5 xk-wkj-i—ﬁj)] -wjm—}—Hm)} -umi—i-%'). (23)

m=1  j=1 k=

Model inilah yang digunakan untuk memprediksi kecepatan angin pada jalur penyeberangan
kapal Gresik—Bawean.

3.6 Tingkat Keakuratan Model

Akurasi model dievaluasi menggunakan MAPE dan MSE sesuai Pers. 18 dan Pers. 19. Perhitungan
ringkasnya sebagai berikut:

1
MAPE = —
7 (’

= 16.22%,

17.445 — 11.1341 ‘ ’ 15.865 — 11.1778 ‘ ’ 11.25 — 11.1503 ‘ ‘ 6.095 — 11.0130

100
17.445 15.865 11.25 6.095 D x %

1
MSE = — [(17.445 — 11.1341)% + (15.865 — 11.1778)* 4 (11.25 — 11.1503)* + - - - + (6.095 — 11.0130)?]
= 5.8056.

Hasil ini menunjukkan bahwa model memiliki tingkat galat yang rendah dan mampu mem-
prediksi kecepatan angin secara akurat menurut kategori MAPE yang digunakan.

3.7 Prediksi

Dengan menggunakan Pers. 20—Pers. 22, model JST kemudian diterapkan untuk memprediksi
kecepatan angin periode Desember 2023 dan Januari 2024. Output prediksi 62 hari ke depan
ditunjukkan pada Gambar 5.

Prediksi Kecepatan Angin

-

UL \/
+/J/ / Sl

Prediksi (1 - 30 Desember 2023)
| —%— Prediksi Lanjutan (31 Desember 2023 - 31 Januari 2024)

Kecepatan Angin (knot)
®

o

o

ES

> ® o o > ® o 2
S & » pt S S > t
¥ ¥ 97 & o & »

h h LY S b 5 N
i i o o o o u o
a4 a4 W% 3V 4 W W 3V

Tanggal

Gambar 5: Grafik Data Aktual dan Prediksi Kecepatan Angin

Grafik pada Gambar 5 membandingkan data aktual (biru) dan hasil prediksi (oranye) pada
1-30 Desember 2023, serta prediksi lanjutan hingga 31 Januari 2024 (merah). Secara umum,
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prediksi akurat pada kondisi relatif stabil, namun kurang presisi dalam menangkap lonjakan
ekstrem di awal periode. Hal ini sejalan dengan karakter fluktuatif musim Desember—Januari,
sehingga JST cenderung kesulitan mengeneralisasi perubahan tajam meskipun dilatih dengan
data tiga tahun terakhir.

3.8 Pengelompokan Gelombang Laut

Sebagai ilustrasi pemanfaatan hasil prediksi, pengelompokan kondisi laut berdasarkan Skala
Beaufort untuk tanggal 1-7 Desember 2023 disajikan pada Tabel 26.

Tabel 26: Pengelompokan Gelombang Laut Berdasarkan Skala Beaufort (1-7 Desember 2023)

Tanggal Kecepatan Skala Tinggi Gelom- | Gelombang Laut
Angin (knot) | Beaufort | bang (m)
01/12/2023 | 11 4 1.0 Sedikit  bergelombang  hingga
bergelombang sedang

02/12/2023 | 7 3 0.6 Sedikit bergelombang (slight)
03/12/2023 | 6 2 0.2 Gelombang halus (wavelets)
04/12/2023 | 8 3 0.6 Sedikit bergelombang (slight)
05/12/2023 | 10 3 0.6 Sedikit bergelombang (slight)
06/12/2023 | 9 3 0.6 Sedikit bergelombang (slight)
07/12/2023 | 6 2 0.2 Gelombang halus (wavelets)

4 Kesimpulan

Berdasarkan hasil dan pembahasan yang telah diuraikan, dapat ditarik beberapa kesimpulan
penting. Pertama, model jaringan saraf tiruan (JST) dengan algoritma backpropagation yang
optimal untuk memprediksi kecepatan angin di jalur penyeberangan kapal Gresik—Bawean
memiliki arsitektur (5-3-2-1), yaitu satu input layer dengan lima neuron, dua hidden layer
masing-masing tiga dan dua neuron, serta satu output layer dengan satu neuron.

Kedua, hasil pengelompokan gelombang laut pada periode Desember 2023 hingga Januari
2024 menunjukkan kondisi relatif stabil, dengan kategori gelombang halus hingga bergelombang
sedang. Tidak ditemukan kejadian gelombang ekstrem yang mengindikasikan potensi cuaca
buruk. Fluktuasi ringan pola angin harian masih dalam batas aman, tercermin dari pergantian
antara kategori gelombang halus, sedikit bergelombang, dan bergelombang sedang.

Ketiga, tingkat akurasi model JST cukup baik. Nilai MSE sebesar 5.8056 dan MAPE sebesar
16.22% pada data latih menunjukkan model mampu mempelajari pola data historis dengan
cukup akurat. Sementara itu, nilai MSE sebesar 6.7379 dan MAPE sebesar 33.95% pada data
prediksi memperlihatkan bahwa model tetap memberikan hasil yang cukup memadai, meskipun
akurasinya menurun ketika dihadapkan pada data di luar sampel pelatihan, khususnya saat
menghadapi fluktuasi musiman yang tajam.

Dengan demikian, model JST yang dikembangkan dapat digunakan sebagai dasar prediksi
kecepatan angin untuk mendukung keselamatan pelayaran di jalur Gresik—Bawean, meskipun
pengembangan lebih lanjut masih diperlukan agar lebih adaptif terhadap kondisi ekstrem.
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