
 Abstract— Every year, the number of students accepted at 

the Maulana Malik Ibrahim State Islamic University of Malang 

continues to increase. However, not all students can be graduated 

on time according to the specified study period, resulting in a 

buildup of students who have not been graduated according to 

their graduation period. One of the aspects that is evaluated in the 

Study Program accreditation process is the student graduation 

rate. Apart from that, for each semester, Study Programs are also 

required to report educational data to DIKTI, and student 

graduation is one of the factors considered in the report. There is 

an imbalance between the number of students graduating each 

year and the number of new students accepted. To overcome this 

problem, it is necessary to predict student graduation to 

determine whether they will graduate on time. In science and data 

analysis, predictions are often used to make estimations based on 

existing data and information. Classification models in predicting 

student graduation include the Nave Bayes method, Support 

Vector Machine SVM, and Random Forest, as well as the level of 

accuracy of these three methods. From the results of experiments 

and model evaluations carried out, with data from 458 

Informatics Engineering Study Program students, consisting of 

366 training data and 92 testing data, it was found that the SVM 

model had the highest accuracy, reaching around 87%, and 

Random Forest also had good accuracy, around 82%. At the same 

time, the Naïve Bayes model has lower accuracy, around 76%. 

 
Index Terms— predictions, Classification models, Naive 

Bayes, SVM, Random Forest, model evaluation, accuracy.  

 

I. INTRODUCTION 

he number of students accepted at the Maulana 

Malik Ibrahim Malang State Islamic University 

continues to increase yearly. Still, not all students can 

graduate on time according to the specified study 

period, resulting in a buildup of students who have not 

graduated according to their graduation period. [1]. 

One aspect that is evaluated in the Study Program 

accreditation process is the student graduation rate. In 

addition, for each semester, Study Programs are also 

required to report education data to DIKTI, and student 
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graduation is one of the factors considered in the report. 

At the Faculty of Science and Technology, UIN 

Maulana Malik Ibrahim Malang, the Informatics 

Engineering Study Program has the largest number of 

students, so the student graduation rate time is very 

important to increase the assessment and accreditation 

of the Study Program.[1]  

There is an imbalance between the number of students 

graduating each year and the number of new students 

accepted. To overcome this problem, it is necessary to 

predict student graduation to determine whether they 

will graduate on time. This prediction system requires 

available information to evaluate a student's chances of 

graduating on time. Suppose students can find out their 

graduation status early. In that case, academic 

authorities can implement appropriate policies to 

minimize the number of students who do not graduate 

on time and complete their study period efficiently. [2]. 

In science and data analysis, predictions are often used 

to make predictions based on existing data and 

information. However, we must keep the principles of 

ethics, integrity, and responsibility in mind when using 

predictive methods or conducting data analysis. 

Awareness of our actions and paying attention to their 

impacts are values that can be applied in the context of 

predictions and everyday life. 

Prediction systematically estimates something most 

likely to happen based on previous and current available 

information so that prediction errors (the difference 

between something that happens and the predicted 

result) can be minimized [3]. This research aims to carry 

out a data classification model for students from the 

Informatics Engineering Study Program, Faculty of 

Science and Technology, UIN Maulana Malik Ibrahim 

Malang for 2014 - 2019 as training data and testing data 

in predicting student graduation using the Naïve Bayes 

method, Support Vector Machine (SVM), and Random 

Forest, and what is the level of accuracy of the three 

ways. 

II. LITERATURE REVIEW 

Several previous studies examined the comparison of 

classification methods with data mining, including:: 

Research conducted by Agus, Yustina & Wawan 

Application of the K-Nearest Neighbors Algorithm to 

predict student graduation at STMIK Sinar Nusantara 
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Surakarta using the K-Nearest Neighbors (k-NN) 

algorithm. The research results show that the k-NN 

algorithm can be used to predict student graduation with 

a good level of accuracy, namely around 81.11%[4]. 

Research conducted by Rohmawan in 2018 predicted 

student graduation on time using the Decision Tree and 

Artificial Neural Network methods. Aims to predict 

student graduation on time using the Decision Tree and 

Artificial Neural Network (ANN) methods. The 

research results show that the Decision Tree method can 

predict student graduation on time with an accuracy of 

79.76%, while the ANN has an accuracy of 84.86%. In 

addition, factors that influence students' graduation on 

time, such as GPA, number of credits taken, and classes 

taken, have also been identified in this research. [5]. 

Research conducted by Thaniket in 2019 predicted 

student graduation on time using the Support Vector 

Machine (SVM) algorithm. The research results show 

that the SVM method produces quite high prediction 

accuracy, namely around 85.3%[2]. 

Research conducted by Hozairi in 2021 

Implementation of orange data mining for student 

graduation classification using the K-Nearest Neighbor, 

Decision Tree, and Naïve Bayes models. Aims to 

compare three different classification methods in 

predicting student graduation. The methods used are K-

Nearest Neighbor (KNN), Decision Tree, and Naïve 

Bayes, which are implemented using Orange Data 

Mining software. The data used is student data from the 

Informatics Engineering study program at Madura 

Islamic University, class of 2016, with 35 test data used. 

The data attributes in this research are NIM, Student 

Name, Gender, Student Age, temporary GPA for 

semesters 1-8, and graduation status. Data was analyzed 

using the Orange Data Mining application using three 

algorithms, namely K-NN, Decision Tree, and Naïve 

Bayes. The data testing process applies K-Fold Cross 

Validation (K=5), while the evaluation models used are 

Confusion Matrix and ROC. The comparison results of 

the three algorithms are: K-NN has an accuracy level of 

77%, precision of 76%, Decision Tree has an accuracy 

level of 74%, precision of 84%, and Naïve Bayes has an 

accuracy level of 89%, precision 88%. It can be 

concluded that from the 35 trial data used in this 

research, the best results for predicting student 

graduation rates were using the Naïve Bayes algorithm.e 

high prediction accuracy, namely around 85.3% [6]. 

Research conducted by Sabathos Mananta and Arther 

Sandag in 2021 aims to predict student graduation in 

choosing a master's program using the K-Nearest 

Neighbor (K-NN) algorithm. This research uses data 

from students who have graduated and taken a master's 

program at a university in Indonesia. The K-NN method 

is used to classify students based on factors influencing 

graduation, such as average GPA, age, gender, and 

length of study. The research results show that the K-

NN algorithm can predict student graduation with fairly 

high accuracy, with an accuracy value of 96.25%, 

precision of 98.08%, and recall of 70.00% for the 

independent test, while for test results that use cross-

validation has an accuracy of 91.88%, precision of 

81.29%, and recall of 61.15%. This research provides 

important information for universities in selecting 

students who have the potential to succeed in Master's 

programs and providing appropriate guidance for 

students who are at risk of not graduating. [7]. 

Performance of two algorithm methods, namely C4.5 

and Naïve Bayes. The research results show that both 

algorithm methods can be used to predict student 

graduation with a fairly high level of accuracy. 

However, of the two ways, the C4.5 algorithm performs 

better in predicting student graduation with an accuracy 

rate of 82.7% compared to Naïve Bayes, which has an 

accuracy rate of 79.8%. Therefore, this research 

suggests using the C4.5 algorithm in predicting student 

graduation. [3]. 

Research conducted by Oon, Darmawan, Lim, and 

Susanti in 2022 studied the student graduation 

classification process using the Random Forest method. 

The classification variables formed are based on several 

categories, namely on time with a high GPA, on time 

with a medium GPA, on time with a low GPA, not on 

time with a high GPA, not on time with a medium GPA, 

and not on time with a low GPA. In testing the Random 

Forest method using the Python programming language, 

an accuracy rate of 0.98 or 98% was found. With an 

accuracy rate of 98%, the Random Forest method for 

classifying student graduation is considered very 

accurate. [8]. 

III. RESEARCH METHOD 

This case study is aresearch that uses modeling to 

project student graduation according to schedule by 

applying Data Mining Classification techniques with the 

Naïve Bayes method (Support Vector Machine), SVM, 

and Random Forest (RF). 

The design of our proposed research system is 

described in Figure 1 with student data and then goes 

through a data preprocessing process. After the 

preprocessing stage, the data can be processed with a 

predetermined algorithm. The following parameters, 

type features, and student data that have been 

preprocessed can be seen at. 

 Naïve 

Bayes 

Algorithm 

SVM 

Algorithm 
Prediction 

Preprocessing 

Data 

Student 

Data 

Random 

Forest 

Algorithm 
 

 
Figure 1. System Development Design 
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Figure 2. Parameters and Fitur Type 

A. Naïve Bayes 

The first method that will be used is the Naïve Bayes 

method. This algorithm produces a model in the form of 

class probability that can predict whether a student will 

graduate on time based on the appearance of features in 

the data. The advantage of this algorithm is that it is fast 

in data processing and effective on large datasets [9]. 

The stages of the Naïve Bayes method in this research 

can be seen in Figure 3 below: 

 
 

Figure 3. Naïve Bayes Flowchart 

B. SUPPORT VECTOR MACHINE (SVM) 

Support Vector Machine (SVM) is a relatively new 

technique used to make predictions, both in the case of 

classification and regression, and is considered one of 

the best techniques currently [10]. This technique was 

first introduced in 1995 and is included in the 

Supervised Learning class, the same as Artificial Neural 

Network (ANN). However, SVM has more accurate 

performance in predicting the type of new data, so it has 

become a technique that is widely used in the fields of 

Data Mining and Machine Learning. The following is 

the flow of the Random Forest algorithm as in Figure 4. 

 

 
Figure 4. SVM Flowchart 

 

In this technique, data is entered into the system. 

Next, the class value will be searched using an equation 

formula, where the class value can be class +1 (On 

Time) or class -1 (Not Exact). Once the class is known, 

this technique will look for two data from different 

types with the closest distance (support vector). From 

these two data, this technique will look for the dividing 

line (hyperplane) using the equation formula. Finally, 

this technique will find the maximum distance from the 

hyperplane with a support vector (margin) using an 

equation to find the best hyperplane from the two data. 

SVM is used to separate two classes of data by 

looking for a hyperplane that has the largest distance to 

data samples from both types. The hyperplane functions 

to maximize the margin between the two types and 

minimize classification errors. A linear equation defines 

this hyperplane: 

𝑤. 𝑥 + 𝑏 = 0 

Where w is the weight vector, and b is the bias. To 

classify a new sample x, we can use the signum function 

of the hyperplane equation: 
 

𝑓(𝑥) = 𝑠𝑖𝑔𝑛(𝑤𝑡𝑥 + 𝑏) 

If f(x) > 0, then sample x is classified as a positive 

class, and if f(x) < 0, then sample x is classified as a 

negative class. The SVM formulation can be optimized 

by maximizing the margin between the two types and 

minimizing the norm of the weight vector with the 

following notation: 

1/2 ||𝑤||^2 

 

C. RANDOM FOREST (RF) 

The Random Forest algorithm is one of the 

algorithms included in supervised learning. This 

algorithm can solve classification or regression 

problems. Apart from being simple, this algorithm can 
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be used to solve classification or regression problems 

[11]. 

 

The Random Forest algorithm is included in 

ensemble learning. This ensemble learning works with 

several methods that work together to carry out its 

performance. Because working together, the version of 

this model is better than the model that works alone. 

Because this model works with several methods, the 

final result of the values will be combined. For the 

regression case, the combination of values uses the 

mean or average value; for the classification case, the 

highest occurrence of the mode value is used [12]. 

The Random Forest method is a development of the 

CART method, namely by applying the bootstrap 

aggregating (bagging) and random feature selection 

methods. In Random Forest, many trees are grown to 

form a forest; then, analysis is carried out on this 

collection of trees [13]. The following is the path of the 

Random Forest algorithm as shown in Figure 5. 

 

 
Figure 5. Random Forest Flowchart 

 

The steps in the Random Forest algorithm are as 

follows: 

1. Enter data into each tree (tree) 

2. Choosing training data, for example, taking 80% as 

training data and the remaining 20% as testing 

data. 

3. Evaluate whether each knot stops in each tree or 

not. 

a) If the node does not stop, then build the next 

separator by selecting sub-variables and then 

selecting variables that have been cleaned. 

b) If the knot has stopped, then choose the best 

split. 

c) If the node has not stopped, select the sample 

data, sort it based on variables, and repeat the 

process to get the best split. 

d) Repeat the above process until the knot stops at 

each tree. e) If the knot has stopped, then 

calculate the accuracy value. 

e) If the knot has stopped, then calculate the 

accuracy value. 

IV. RESULT 

From the results of the analysis of the count of 3 methods, 

namely Naïve Bayes, Support Vector Machine, and Random 

Forest, testing will be carried out using Python programming 

with a dataset of 458 data on Informatics Engineering Study 

Program Students of UIN Maulana Malik Ibrahim Malang. 

The dataset is divided into training data, which amounts to 

80% of the total data, and will be used as testing data, totaling 

20%. The following is the process of testing data on the 

classification system using Python programming, as shown in 

Figure 6. 

 

 
Figure 6. Student Data 

 

The dataset in the picture above contains data 

attributes that will be processed in the classification 

process with three methods; before the classification 

process is carried out, a column drop process will be 

carried out that is not needed. Columns that will be 

processed for classification contain gender, school 

origin, school province, ever boarding at a pesantren, 

PMB path, IP Semester 1, IP Semester 2, IP Semester 3, 

IP Semester 4, IP Semester 5, GPA 1 to 5, with labeling 

status on time or not on time. The data to be tested is 

shown in Figure 7. 

 

 
Figure 7. Dataset to be tested 

 

The results of the three machine learning models with 366 

training data and 92 testing data will be seen and compared 

from the accuracy value. Accuracy is a metric that measures 

how well the model does in making correct predictions. The 

higher the accuracy value, the better the model performance. 

Furthermore, it can compare the accuracy of the three models 

to determine which model is best at generalizing data that has 

never been seen during training. The following are the results 

of the classification model performance of 3 methods, 

namely Naïve Bayes, SVM, and Random Forest, by looking 

at the results of Accuracy (Accuracy), Precision (Precision), 

Recall (Recall or Sensitivity), and F1-Score. The results of 
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the Confusion Matrix accuracy value of the classification 

model of the three methods Naïve Bayes, Support Vector 

Machine (SVM), and Random Forest can be seen in the table 

and graph below. 

 

 
Figure 8. Accuracy result graph 

 

The results of the comparison of the three methods are described in 

Table 1. The results of the comparison show that the SVM method has 

higher accuracy than the others. 

 

Table 1. Confusion Matrix Results 
 Accuracy Precision Recall F1-Score 

Naïve Bayes 76% 94% 73% 82% 

SVM 87% 88% 96% 92% 

Random Forest 82% 85% 91% 88% 

 

V. CONCLUTION 

This research has implemented three Data Mining-based 

classification algorithms, Naïve Bayes, SVM, and Random 

Forest, to predict student graduation. After conducting 

experiments and model evaluation, the following are the 

conclusions: 

1. Model Accuracy 

The SVM model has the highest accuracy, reaching about 

87%. The Random Forest model also has good accuracy, 

about 82%. The Naïve Bayes model has a lower accuracy, 

which is about 76%. 

2. Relative Performance 

In this study, the SVM Model is superior in predicting 

student graduation, followed by the Random Forest Model 

and the Naïve Bayes Model. 

3. Model Choice 

The choice of the most suitable model depends on the goal 

and the characteristics of the data. If the highest accuracy is 

the priority, SVM may be the best choice. However, if a 

balance between accuracy and model interpretation is 

desired, Random Forest may be a good choice. 

4. Additional Evaluation 

In addition to accuracy, it is necessary to perform 

additional evaluations to understand the model's performance 

in more detail. This can help in assessing specific aspects of 

the model performance, especially in the discussion of 

graduating students 
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