
 

 

 Abstract—This study focuses on predicting hotel 

booking cancellations using machine learning to improve 

accuracy and operational efficiency. The methods used 

include Random Forest for modeling and Artificial Bee 

Colony (ABC) and Gradient Boosting Decision Tree 

(GBDT) for feature selection. ABC, which excels in 

optimization but is prone to local optima, is combined with 

GBDT for feature selection. The dataset used is 

Hotel_Bookings from Kaggle, containing 119.390 entries 

and 28 features. The data was processed through 

cleansing, normalization, and split into 75% for training 

and 25% for testing. Model evaluation using a confusion 

matrix and metrics like precision, recall, f1-score, and 

accuracy shows that combining ABC and GBDT achieved 

an accuracy of 86.81%. Increasing the number of trees 

and selected features generally improved model 

performance, with feature selection showing significant 

improvements over models without feature selection. 

 
Index Terms— Artificial Bee Colony (ABC), Feature 

Selection, Gradient Boosting Decision Tree (GBDT), 

Machine Learning, Model Evaluation, Random Forest, 

Hotel Booking Cancellation Prediction.  

 

I. INTRODUCTION 

he hospitality industry is one of the business 

sectors with great potential for growth and 

development. Competition in this industry has become 

increasingly fierce, influenced by factors such as service 

quality, room rates, and hotel amenities [1]. Customers 

play a critical role in this business, as they often make 

room reservations before their stay. However, one of the 

main challenges for hotel managers is the high 

cancellation rate[2].  

Reservation cancellations can be triggered by various 

factors, such as changes in travel plans or better offers 

from other hotels. This not only causes financial losses 

but also disrupts hotel operational planning [3]. 
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Therefore, developing a predictive model that 

canaccurately forecast cancellation probabilities is 

crucial for hotel management. 

      

 

 

 

 

 

 

 

 

 
 

 

Fig 1 Amount Cancellation Hotel Orders 

     Figure 1 shows that city hotels experience higher 

cancellation rates compared to resort hotels[4]. Accurate 

predictions of hotel cancellations are essential for 

current revenue management systems. Accurate 

predictions allow hotels to plan operations more 

efficiently, take steps to reduce cancellation losses, and 

better understand consumer behavior for improved 

business strategies[5]. 

Machine learning has become an effective method for 

classification and is widely applied in various fields [6]. 

Previous studies have used different algorithms such as 

SVM, K-NN, and Logistic Regression to predict hotel 

cancellations with varying results[7][8]. However, there 

is still room for improvement in model accuracy and 

efficiency. 

II. THEORETICAL FRAMEWORK 

A. Prediction 

Prediction is a process of forecasting or 

estimating what may happen in the future 

based on past and present information, with the 

aim of minimizing errors [11]. 

B. Hotel Reservation Cancellation 

Hotel reservation cancellations pose a major 

challenge in the hospitality industry. Factors 

such as changes in travel plans and offers from 
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competitors are common causes[3]. 

Understanding cancellation patterns helps 

hotels plan and strategize to mitigate risks. 

C. Feature Selection 

Feature selection is a preprocessing technique 

used to choose the most relevant and 

significant features, reducing irrelevant or 

redundant features. This helps improve model 

performance and prevents overfitting [12]. 

D. Artificial Bee Colony (ABC) 

The Artificial Bee Colony algorithm is an 

optimization method inspired by the behavior 

of honey bee colonies searching for food 

sources. Artificial Bee Colony has a simple 

structure and few control parameters but is 

prone to local optima [13]. To address this 

weakness, Artificial Bee Colony is often 

combined with other algorithms. 

E. Gradient Boosting Decision Tree (GBDT) 

GBDT is an ensemble method that builds a 

predictive model by combining a series of 

weak decision tree classifiers into a strong one. 

GBDT effectively handles complex feature 

interactions and improves accuracy [14].  

F. Random Forest  

Random Forest is a machine learning algorithm 

that uses bagging to create multiple decision 

trees from different data subsets and combines 

the results. This reduces variance and prevents 

overfitting [15]. 

III. RESEARCH METHODOLOGY 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig 2 Research Flow Diagram 

 

Figure 2 explains stages channel research, 

ie as following : 

A. Data Collection 

The dataset used is Hotel_Bookings from 

Kaggle, containing 119,390 data points with 

28 features.  

B. Data Prossesing 

1. Data Cleansing: Columns such as 'country', 

'agent', 'company', and 

'reservation_status_date' were removed to 

reduce complexity and ensure data privacy. 

2. Data Normalization: Categorical data was 

transformed into numerical values using one-

hot encoding, and all features were scaled to 

ensure uniformity. 

3. Data Splitting: The dataset was divided into 

75% for training and 25% for testing.  

C. Feature Selection 

1. Using ABC: The ABC algorithm was used to 

search for the optimal subset of features 

through exploration and exploitation of the 

search space. 

2. Using GBDT: GBDT was used to calculate 

feature importance and select the most 

impactful features for the model.  

 

 

 

 

 

 

 

 

 

 

 
Fig 3 Flowchart Algorithm Selection feature 

Figure 3 explains the diagram illustrates a 

combined process of the Artificial Bee 

Colony (ABC) and Gradient Boosting 

Decision Tree (GBDT) algorithms for feature 

selection and optimization. ABC generates 

solutions and iterates through a process of 

improving and recording the best solution 

until maximum iterations are reached. GBDT 

then refines the selected features by checking 

their performance and constructing the 

model, iterating until optimal feature subsets 

are achieved. 

D. Prediction Algorithm 

A Random Forest algorithm was used to 

build the predictive model based on the 

selected features, with tuned parameters to 

improve accuracy. 

E. Evaluation 

The model was evaluated using a confusion 

matrix and metrics such as accuracy, 

precision, recall, and f1-score. 

 

 

a.) Confusion Matrix 
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To obtain the proportion of data predicted by 

the model compared to the actual labels from 

the existing data, you can refer to the values in 

the confusion matrix. 

 Positive Negative 

Positive True 

Positive 

False 

Negatives 

Negative False 

Positive  

True 

Negative 

 
Fig 4 Confusion Matrix 

In figure 4 it is explained that confusion matrix, 

generates mark True Positive (TP), if the model 

outputs mark positive and the target dataset 

also outputs mark positive. Whereas produce 

mark True Negative (TN), if the model outputs 

mark negative and the target dataset emit mark 

negative. If the model outputs mark positive 

but the target dataset emit mark negative, then 

mark the named False Positive (FP) (also 

known with type I error). And, if the model 

issues mark negative but the target dataset emit 

mark positive, then mark the named False 

Negative (FN) ( type II error) [11]. 

b.) Precision 

Precision state ratio predictions Correct 

compared to with whole predicted results 

cancelled. Following formula For measure 

Precision value : 

Precision =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

c.) Recall  

Percentage of classified data with Correct 

indicated by recall. Following formula For 

measure mark Recall : 

Recall =
𝑇𝑝

𝑇𝑃 + 𝐹𝑁
 

d.) F1-Score 

F1-score show average comparison between 

precision and recall. Following formula For 

measure mark F1-Score : 

F1-Score =2 × 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

e.) Accuracy 

Accuracy state ratio of total classified data 

Correct in test data. Following formula For 

measure mark Accuracy : 

Accuracy =
𝑇𝑃+𝑇𝑁

𝑃+𝑁
 

IV. RESULTS AND DISCUSSION 

A. Data Collection 

On research This using the taken 

Hotel_bookings dataset from Kaggle.com, the 

amount of data from the dataset namely 

119,390 data, has 28 features and 2 classes. 

Hotel bookings (kaggle.com) 

B. Data Processing 

a.) Cleansing Data 

Delete columns This Can So step in the data 

cleaning process for objective analysis or more 

modeling specific. This can also be done done 

for avoid redundancy or for reduce data 

dimensions so more easy For analyzed and 

processed by machine learning models. 
Table 4.1 Cleansing Data 

Features Type 

country meta 

agent meta 

company meta 

reservation_status_date meta 

meals categorical 

reserved_room_type categorical 

assigned_room_type categorical 

deposit_type categorical 

reservation_status categorical 

 

Removal of metadata such as 'country', 'agent', 

'company', and 'reservation_status_date' is 

possible considered for a number of reason 

important. First, from corner look privacy and 

security, this metadata possible containing 

information sensitive as can be endanger 

privacy user or company If misused. As for 

example, the 'agent' and 'company' metadata 

can be disclose identity the parties involved in 

something transaction or reservation, which is 

possible become a target for activity wicked or 

spam. Second, from perspective efficiency and 

performance, metadata does not relevant or 

worn can add burden storage and slows down 

the data management process. With remove 

metadata that does not Again required, system 

can work more faster and more efficient. 

Additionally, metadata is not relevant can 

cause chaos in search and analysis of data, 

creating it more difficult for find and use really 

information important. Therefore the, removal 

of this metadata can help guard data integrity, 

improve performance system, and protect 

privacy as well as security all parties involved . 

Columns 'meal', 'reserved_room_type', 

'assigned_room_type', 'deposit_type', and 

'reservation_status' deleted direct without 

changed become dummy variable or No 

participate in the data normalization process 

because columns This considered no relevant 

or no enough informative, redundant or contain 

possible information obtained from another 

column, or own problem with data quality. 

Delete columns this help reduce complexity 

and dimensionality, so keep the model constant 

simple and more effective[3] 

b.) Normalization Data 

Normalization data aim for change data to in 

scale or the same distribution, so makes it 

easier algorithm for process and analyze data. 

Aspect important from normalization data is 

change existing data types to in an appropriate 

and consistent format. For example, numeric 

data possible need changed to in form scale 

certain, like range 0 to 1, or customized with 

normal distribution. Categorical data Possible 

need changed become numeric data type use 

technique like one-hot encoding or label 

encoding[12]. 

https://www.kaggle.com/datasets/mathsian/hotel-bookings?select=hotel_bookings.csv
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This process help in ensure that all feature in 

the dataset has balanced and equal contribution 

in the model, so avoid possible bias happen 

Because difference scale or data type. With 

change data types and commits normalization, 

we can also increase efficiency computational 

and model performance, as well make it easier 

interpretation results analysis. 
Table 4.2 Initial Data  

hotel arrival

_date_

month 

market

_segme

nt 

distributio

n_channel 

customer

_type 

Resort 

Hotel 

January Online Direct Transient 

City 

Hotel 

Februar

y 

Offline Corporate Contract 

 

 
Table 4.3 After one-hot encoding 

Resort 

Hotel 

Februar

y 

Online Corporate Contract 

0 0 1 0 0 

1 1 0 1 1 

Table 4.2 and Table 4.3 show that columns 

original has deleted, and now the data is there 

in form ready numeric used for analysis. 

C. Split Data 

Split data used for divide the dataset into two 

part, namely the training data (training data) 

and testing data (testing data). Variable X 

containing features from the data, meanwhile 

variable y contains the desired label or target 

predicted. 

On research this will be 25% of the total data 

used as test data (testing data), while the 

remaining 75% will used as training data 

(training data). So, from 119.390 data, 

29.848 data will be available used as test data 

and 89.542 data will used as data train. 
Table 4.4 Split Data 

Data Testing 25 % 0.25 x 119.390 = 

29.848 

Training Data 75 % 0.75 x 119.390 = 

89.542 

D. Feature Selection 

Selection feature aim for select a subset of 

the most relevant and significant features for 

used in machine learning model training. The 

main purpose from selection feature is for 

increase model performance with remove 

features that are not important or redundant, 

which can be cause overfitting and extending 

time computing. With only use important 

features, the model can become more simple, 

more fast, and more easy interpreted. With do 

selection feature the right one, yes confirmed 

that algorithm more efficient, have more 

accuracy high, and more generalist in facing 

new data [13]. 

E. Feature Selection Artificial Bee Colony Algorithm 

Algorithm Artificial Bee Colony modeling 

three type bee in colony bee: bee worker, bee 

observers, and bee explorer. Optimization 

process started with choose bunch solution 

initial, which represents position source 

possible food in context algorithm this. Then, 

bees worker visit solutions thi , fix or improve 

it If possible. Bee observer Then choose 

solutions discovered by bees worker based on 

the quality. Temporary that, bee explorer 

responsible answer for find solutions new with 

do exploration random in room search. 

Through repeated iteration, algorithm Artificial 

Bee Colony in a way gradually increase quality 

the resulting solutions. This process continues 

until criteria stop certain fulfilled, like reach 

amount iteration maximum or reach 

satisfactory solution [14]. 

F. Feature Selection Gradient Boosting Decision 

Tree Algorithm 

Gradient Boosting Decision Tree is combine 

series classifier base weak become classifier 

base strong. Different from traditional boosting 

methods that give weight on the sample 

positive and negative, Gradient Boosting 

Decision Tree make algorithm global 

convergence with follow direction negative 

[15]. 

G. Model Performance Without Feature Selection 

Table 4.5 Model Performance without Feature Selection 

N_esti
mator

s 

Max_
depth 

Acc Pr Rc F1-
score 

50 10 80.69% 82% 76% 78% 

Table 4.5 shows results evaluation from 

algorithm Random Forest with variation 

n_estimators and max_depth parameters. The 

baseline model using all features showed an 

accuracy of 80.69%. This serves as a baseline 

for comparing the improvements after feature 

selection. 

H. Feature Selection with Algorithm Artificial Bee 

Colony 

Table 4.6 Feature Selection with Algorithm Artificial Bee Colony 

N_e

stim

ator

s 

Num_fea

tures 
Acc Pr Rc F1-

score 

50 40 86.17% 86% 84% 85% 

Table 4.8 presents results evaluation selection 

feature use algorithm Artificial Bee Colony 

with variation of parameters n_estimators and 

num_features. Using ABC for feature selection 

increased accuracy to 86.17%, indicating that 

feature selection improved model performance.  
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I. Feature Selection with Algorithm Gradient 

Boosting Decision Tree 

Table 4.7 Feature Selection with Algorithm Gradient Boosting 

Decision Tree 

 

Table 4.7 shows results evaluation selection 

feature use algorithm Gradient Boosting 

Decision Tree with variation of parameters 

n_estimators and num_features. With GBDT, 

model accuracy increased to 86.65%, slightly 

higher than with ABC. 

J. Combination of ABC and GBDT 

Table 4.8 Combination of ABC and GBDT 

Num_f

eatures 

ABC 

Num_f

eatures 

GBDT 

Acc Pr Rc F1-

score 

30 25 86.81% 87% 85% 86% 
Table 4.8 shows results evaluate with The 

combination of both feature selection methods 

yielded the highest accuracy at 86.81%, 

showing that combining ABC and GBDT 

positively contributed to model performance. 

K. Results Interpretation 

Appropriate feature selection significantly 

improved the accuracy of hotel reservation 

cancellation predictions. Features like 

'lead_time', 'adr', and 

'total_of_special_requests' had a significant 

impact on predictions. With a more accurate 

model, hotel management can make more 

informed decisions, such as overbooking 

strategies or offering promotions to reduce 

cancellation rates. 

L. Comparison with Other Studies 

Previous studies used methods like SVM and 

K-NN with lower accuracy [7][8]. The use of 

Random Forest with ABC and GBDT feature 

selection in this study showed a significant 

improvement in accuracy, making it a more 

effective approach in this context. 

V. CONCLUSSION AND RECOMMENDATIONS 

This study demonstrated that feature selection using the 

ABC and GBDT algorithms can improve the 

performance of hotel reservation cancellation prediction 

models. With an accuracy of 86.81%, the model can be 

a valuable tool for hotel management to anticipate 

cancellations. Recommendations for Future Research: 

1. Test on Different Datasets: Test the model on 

other datasets to validate its generalizability. 

2. Integrate Additional Data: Add additional 

features such as customer reviews or weather 

data to improve accuracy. 

3. Explore Other Algorithms: Use other 

machine learning techniques such as Neural 

Networks or XGBoost to compare 

performance. 

4. Hyperparameter Tuning: Further 

optimization of model hyperparameters to 

improve performance. 
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