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Abstract— Baldness is a prevalent condition affecting
both men and women, influenced by various factors
including age, hormonal fluctuations, and genetic
predispositions. Accurate prediction of baldness risk is
crucial for early diagnosis and effective prevention
strategies. This study evaluates the performance of three
regression algorithms: Linear Regression (LR), Decision
Tree Regression (DTR), and Random Forest Regression
(RFR) in forecasting baldness risk. Additionally, the study
incorporates advanced methods such as Gradient Boosting
Regressor (GBR), Multi-Layer Perceptron Regressor
(MLP), and Extreme Gradient Boosting (XGBoost) for
comparative analysis. Utilizing a dataset comprising 5,925
samples with variables such as age, gender, stress levels,
and lifestyle factors, the models were assessed based on
Mean Squared Error (MSE) and R-squared (R* metrics.
The results demonstrate that XGBoost significantly
outperformed all other models, achieving the lowest MSE
of 0.0840 and the highest R*> of 0.9190, followed by
Gradient Boosting and Random Forest Regression. These
findings underscore the efficacy of advanced ensemble
learning techniques and neural networks in managing
complex datasets for precise predictions.

Index Terms—Baldness, Linear Regression, Decision
Tree Regression, Random Forest Regression

I. INTRODUCTION

I I serves a vital function in protecting the scalp from
sun exposure and is an important aesthetic feature
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for both men and women. However, issues such as hair
loss (effluvium) and baldness (alopecia) are prevalent
concerns [1]. Baldness, particularly when triggered by
age, hormonal changes, and genetic predispositions, can
lead to permanent hair loss and is more frequently
observed in men. Epidemiological data indicate that
approximately 50% of men aged 50 years and 25% of
men under the age of 21 experience some form of
baldness, with the majority of cases attributed to
Androgenetic Alopecia (AGA) [2].

Predicting the risk of baldness is crucial for early
diagnosis and preventive treatment. Data-driven
technologies, such as data mining, present opportunities
to uncover patterns that can enhance diagnostic
accuracy and inform treatment strategies. This study
aims to compare the performance of three regression
algorithms—Linear Regression (LR), Decision Tree
Regression (DTR), and Random Forest Regression
(RFR)—in predicting baldness risk, with the goal of
identifying the most accurate and effective method. In
addition to these three algorithms, advanced regression
models such as Gradient Boosting Regression (GBR),
Multi-Layer Perceptron Regression (MLP), and
Extreme Gradient Boosting (XGBoost) will also be
employed for comparative analysis.

Numerous studies have explored the efficacy of LR,
DTR, and RFR methods in various predictive contexts.
Research has demonstrated that the RFR algorithm
often outperforms other methods in terms of accuracy
and error reduction. For instance, studies [3], [4], [5]
have shown that RFR excels in predicting house prices,
estimating information system project cost budgets, and
forecasting housing prices in Boston, respectively.

Conversely, other studies have indicated that DTR
can be superior in certain scenarios. For example,
research [6] and [7] highlight instances where the DTR
algorithm provides more accurate predictions compared
to its counterparts. In the study referenced in [6], the
DTR algorithm demonstrated significant advantages in
specific applications, suggesting that its performance
may vary depending on the dataset and context of the
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analysis. In research [6], the DTR algorithm
demonstrated exceptional performance in predicting rice
prices, achieving a remarkable accuracy of 100% across
various test data ratios: 90:10, 80:20, 70:30, and 60:40.
Additionally, study [7], which aimed to predict the
composite stock price index, revealed that the DTR
algorithm produced the lowest Mean Squared Error
(MSE) value of 1268.242. Furthermore, other studies
have indicated that the LR method also exhibits strong
performance, as evidenced in [8] and [9]. Research.
Research [8], which focused on predicting TikTok
music trends, found that the LR method achieved the
lowest MSE, Root Mean Squared Error (RMSE), and
Mean Absolute Error (MAE), with an RMSE of 0.177
and an MAE of 0.118, thereby establishing it as the
most effective model for the dataset. Similarly, research
[9], which examined the prediction of online motorcycle
taxi transactions, demonstrated that the LR method
outperformed the RFR model in terms of prediction
error metrics, yielding a lower RMSE of 1.6, an MSE of
2.6, and a reduced Mean Absolute Percentage Error
(MAPE).

Overall, these findings indicate that no single
algorithm is universally superior across all scenarios.
Random Forest Regression generally yields the best
results for complex datasets characterized by non-linear
patterns, while Linear Regression demonstrates superior
performance in contexts involving simpler and more
interpretable data. Recognizing the strengths of each
regression method in different applications, this study
aims to compare the performance of LR, DTR, and RFR
in predicting baldness risk.

II. RESEARCH METHODS

This research follows a systematic approach
comprising several stages to predict the risk of baldness
utilizing Linear Regression, Decision Tree Regression,
and Random Forest Regression methods. The detailed
stages of the research process are illustrated in Figure 1.
Each stage is designed to ensure a comprehensive
analysis and accurate prediction of baldness risk,
facilitating a robust comparison among the selected
regression methods.

A. Data sources and types

This research utilizes data sourced from Kaggle [10],
a platform that provides publicly available datasets for
research and machine learning applications. The
datasets were selected based on their relevance to the
research objectives and the completeness of the
variables necessary for analysis.

The type of data employed in this study is secondary
data, which refers to information that has already been
collected and made available by other parties, thus
facilitating immediate use for further analysis. This
dataset encompasses variables such as age, gender,
occupation, and other relevant factors that contribute to
the prediction of baldness risk.

B.Research steps
The stages of this research involve a systematic series
of steps aimed at comparing the performance of LR,

DTR, and RFR algorithms in predicting the risk of
baldness.

Data » data Data

collection preprocessing Pranormalization

Modeling with Machine
Learning Algorithms: Linear
Regression, Decision Tree <
Regression, Random Forest
Regression, Gradient Boosting,
MLP Regressor, XGBoost

v
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Learning Algorithms:
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Parameter Tuning Using
GridSearchCV

v
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Cross-Validation
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Visualization of Results:
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Residual Analysis

Figure 1.Steps of the Research Method

This research employs an experimental approach,
utilizing modelling and performance evaluation of
regression models through machine learning techniques.
The specific steps involved in the research are:

a. Data Collection

The data utilized in this research is represented by
input variables (features) that are employed to predict
target or output values (target variables). The dataset is
subsequently divided into two subsets: a training set
comprising 80% of the overall data and a testing set
consisting of the remaining 20%. This division is
executed using the train-test split method, with the split
performed randomly to ensure a balanced distribution
between the two subsets.

b. Data preprocessing
The data preprocessing steps undertaken in this
research are as follows:

1. Removal of Irrelevant Columns: Columns
containing provincial data were excluded from
the dataset, as they were deemed unnecessary
for the analysis and prediction models.

2. Handling Missing Values: Data entries with
blank or NaN values were removed to ensure
that all inputs could be processed by the model
without interference.

3. Conversion of Data Types: Columns with
object data types (string or categorical) were
converted to numeric data types through
appropriate encoding or mapping techniques,
facilitating their integration into the predictive
models.
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c. Data Normalization

Normalization is employed to standardize the dataset,
ensuring that it maintains a mean of zero and a standard
deviation of one. This process is essential in machine
learning modeling, as it helps to prevent the dominance
of one variable over others that may operate on different
scales. By normalizing the data, the model can more
effectively learn from all input features, leading to
improved performance and accuracy in predictions.

d. Modeling with Machine Learning Algorithms

The model used in this study consists of several

regression algorithms:

e LR: This algorithm is designed to identify a linear
relationship  between independent variables
(features) and dependent variables (targets). The
relationship is mathematically represented by a
straight line equation, as shown in [11]:

v = ﬁg +51X1 + ﬁzXz +... +ﬁan+E

where: y is the target variable (the output to be

predicted), X; is the independent variable, [, 1

..., Bn are regression coefficients (showing the

contribution of each feature), €is the error or

residual that represents the variation not explained
by the model.

e DTR: This algorithm partitions data into nodes
based on input variables to predict target values.
Its working principle involves repeatedly dividing
the data using "if-then" rules, resulting in a tree
structure [12]. This tree structure consists of:
¢ Root Node: The initial node that encompasses

all the data.

¢ Decision Nodes: Internal nodes that separate the
data based on specific conditions.

o Leaf Nodes: The terminal nodes that provide the
predicted target value for the group of data
associated with that node.

e RFR: This model comprises a large number of
decision trees, where each tree is trained on a
randomly drawn subset of data (with replacement)
from the overall dataset [13]. This ensemble
approach enhances predictive accuracy and
robustness by aggregating the results of multiple
trees, thereby reducing the risk of overfitting.

e. Parameter Tuning Using Grid Search

The Grid Search method is employed to optimize the
parameters of the DTR and RFR models. Grid Search
operates by exploring various combinations of these
parameters and selecting the combination that yields the
lowest MSE value on the training data. This systematic
approach ensures that the models are fine-tuned for
optimal predictive accuracy.

f. Model Validation with Cross-Validation

The cross-validation method, utilizing either 10 or 20
folds, is employed to assess model performance across
different subsets of the data. The primary objective of
this technique is to mitigate overfitting and achieve
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more stable estimates of model performance. During
each fold, the MSE and R? metrics are calculated to
capture the variation in model performance, providing a
comprehensive  evaluation of the algorithms'
effectiveness across the dataset.

g. Model Evaluation and Visualization of Results

Once the best model is obtained from Grid Search, it
is then evaluated on testing data. Some of the metrics
calculated include:

e MSE is a metric used to measure the average
squared difference between predicted and actual
values in a dataset. MSE calculates the magnitude
of the prediction error on average and magnifies
larger errors due to the use of squares, The MSE
formula is as follows [17]:

MSE = =31, (3 — 1)
where 1 is the amount of data in the dataset, y; is
the actual value for the i-th data, and §; is the
predicted value for the i-th data.

e R2 or the coefficient of determination, is a metric
that indicates what proportion of the variation in
the dependent variable can be explained by the
regression model. R? measures how well the
model predicts or explains the observed data, The
R squared formula is [18]:

2 Zar']::l{yi _g'a'}:

R=1 =8 s
Where y; is the actual value for the i-th data, §; is
the predicted value for the i-th data, § is the
average of the actual values, and n is the amount
of data.
The evaluation results are displayed as per-fold
graphs for each model, showing the MSE and R?
for each fold.

h. Residual Analysis

The residuals of the test data predictions are plotted
for each model to analyze the prediction errors.
Residual plots serve as a diagnostic tool to identify any
systematic errors within the models that may require
correction. By examining these plots, researchers can
detect patterns or trends in the residuals, which may
indicate  issues such as  non-linearity  or
heteroscedasticity that could affect the model's
predictive accuracy.

i. Conclusion

After evaluating the performance of each model using
various metrics, researchers can select the Dbest-
performing model for predicting the target variable,
focusing on achieving the lowest MSE and the highest
R? values.

III. RESULTS AND DISCUSSION

A.Dataset

The baldness prediction data used is obtained from
the Kaggle website. The total amount of data is 7917
data.
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Table 1.Sample of Baldness Prediction Data from Kaggle

Age Gen Job_r Provin salary Is_ Is_  Weight Height Sha Is_ Educ Stress Bald_
der ole ce mar Hered mpo smo ation prob
ried itary ker
0 27 Fem Gover Bengku 7957452. 1 0 5431 1704  Pant 1 Bache 5 0.6059
ale  nment Iu 75741730 5053 28542  one lor 74
Emplo 3 Degre
yee e
153 Fem Gover Bandun 7633002. 1 0 72.87 165.5  Pant 0 Bache 7 0.5328
ale  nment g 75548663 3404 30097  one lor 60
Emplo 5 Degre
yee e
2 37 Fem Emplo Bandun 6637624. 1 0 46.32 1545 Moo 0 Bache 4 0.4184
ale yee g 86442812 1533 99388  nsilk lor 42
2 Degre
e
336 Fem Jobles Palu 3624871. 1 0 51.53  167.3  Dead 1 Eleme 9 0.8040
ale s 39136116 9781 40481  boy ntary 50
2 Schoo
1
4 38 Mal NaN Palang  6031807. 1 0 60.72  165.5 Merp 1 Magis 1 0.3683
e karaya 52048343 6909 14773 ati ter 71
Degre

[S

Table 1 is a detail related to the prediction data of the
possibility of baldness with features including age,

gender, job role, province, salary, is married, is
hereditary, weight, height, shampoo, is smoker,
education, and stress.

Table 2 is a detailed dataset used in testing the data
mining model. At this stage, the missing value and
province columns were removed, so that the total data
became 5925, with 12 features.

Table 2.Sample of data after removing missing values and province column

Is_

Is_ Is_
Age Gen  Job_ salary marr H_ere Weight Height Sha smo E(.iuca Stress  Bald_prob
der role . ditar mpo tion
ied y ker
0 7957452.
27 0 1 7574173 1 0 431517042 3 1 0 5 0.605974
03 053 8542
1 7633002.
72.873  165.53
53 0 1 755345866 1 0 404 0097 3 0 0 7 0.532860
2 6637624.
37 0 0 8644281 1 0 46321 154.59 2 0 0 4 0.418442
2 533 9388
3 3624871.
36 0 2 3913611 1 0 S1.539 16734 0 1 2 9 0.804050
62 781 0481
4 9213032.
55 0 1 1637155 1 1 >4.287 17923 3 0 0 1 0.732562
28 045 5145

Table 3 is the result of the baldness prediction dataset
that has been normalized, the normalized data is divided
into training data and testing data. The training data
used is 80%, namely 4740 data and 20% testing data,
namely 1185 data.

Figure 2 shows the distribution of baldness by sex. Of
the total data, there were 4069 data on male sex and
3176 of them experienced baldness. Meanwhile, the
data on the female sex amounted to 1856 and 1045 of

Table 3.Sample of data after normalization

them experienced baldness. Overall, this graph shows
that baldness is more common in men than women.

Figure 3 shows the distribution of baldness by age.
Based on the figure, baldness is more common at the
age of 30 to 59 years. Meanwhile, children, adolescents,
and the elderly over 60 years old have fewer cases of
baldness.

Gend Job_r Is Is

Age er ole salary marr HerEdi

Weight

Sham Is_
po smok

Educa
tion

Bald_

Stress prob

Height
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Baldness Distribution by Age Group hyperparameter combination. Thus, Grid Search
3179 . . .
3000 | = Total automatically uses K-Fold Cross-Validation on each
W Baldness > 0.5 . .
e tested hyperparameter combination to generate an
250011 average evaluation score.
Shes Grid Search is employed on tree-based models
E such as DTR and RFR. The parameters optimized
g for these models include:
1000 e max_depth: Controls the maximum depth of
500 ] the tree, helping to prevent overfitting.
e min_samples_leaf: Specifies the minimum
> 70 .
e, e e e number of samples required to be at a leaf
Age Group node, which can also help in reducing
overfitting.

Figure 2. Distribution of baldness by gender
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Figure 3. Distribution of baldness based on age

B.Prediction Model Testing

In the model testing process, modeling is conducted
using LR, DTR, and RFR. The objective of this research
includes the processing of datasets through the testing of
various methods to develop prediction models that
achieve the highest accuracy. Additionally, the
evaluation of error rates for each testing method is a
critical aspect of the analysis. The methodologies
employed in this research encompass Grid Search for
hyperparameter optimization, Cross Validation for
assessing model performance, and Residual Analysis for
diagnosing prediction errors.

¢ Grid Search
In this reseach, Grid search is used to find the best
(optimal) parameter combination that maximizes
model performance. During this search process, K-
Fold Cross-Validation is used by Grid Search to
evaluate the model performance for each

e min_samples_split: Determines the minimum
number of samples required to split an internal
node, influencing the model's complexity.
For the RFR model, an additional hyperparameter,
n_estimators, is included to control the number of
trees in the forest, thereby impacting both the
complexity and performance of the model.

Table 4. Hyperparameters in DTR and RFR

Hyperparameter DTR RFR
max_depth 5,10,15,20 5,10, 15,20
min_samples_leaf 1,24 1,2
min_samples_split 2,5, 10 2,5

n estimator - 50, 100, 150

The optimal hyperparameters obtained from the
Grid Search for the models are as follows: For the
DTR, the optimal parameters are a maximum depth
of 10, a minimum samples leaf of 4, and a minimum
samples split of 10. In contrast, for the RFR, the
optimal hyperparameters include a maximum depth
of 10, a minimum samples leaf of 2, a minimum
samples split of 5, and an n_estimators value of 150.

¢ Cross Validation
Cross-validation is a statistical technique employed
to evaluate model performance by partitioning the
dataset into multiple folds. In this research, the
dataset is divided into 20 subsets (folds). During
each iteration, one of the subsets is designated as the
test data (validation set), while the remaining subsets
serve as the training set. This process is repeated 20
times, ensuring that each fold acts as the test data
once. An evaluation score is calculated for each
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iteration, and the average score is often used to
provide an indication of the model's performance.

Table 5. Average MSE and R? for LR, DTR and

RFR
Average Time
Method MSE R? (s)
LR 0.2074 0.7920 0.27
DTR 0.2085 0.7898 0.98
RFR 0.1703 0.8286 95.07

From Table 5, it is evident that RFR method yields
the best prediction results, exhibiting the lowest
MSE value and the highest R? value when compared
to both LR and DTR methods. This superior
performance is consistent across both the training
and testing processes, highlighting the effectiveness
of the RFR model in accurately predicting the target
variable. However, when considering the time
efficiency, LR demonstrates a clear advantage due to
its simplicity and faster computation. In contrast, the
RFR method requires significantly more time to
execute, making it less suitable for scenarios where
computational efficiency is a priority. This trade-off
between accuracy and processing time is an
important consideration in model selection.

As a comparison of model performance, we also
explore more complex models based on boosting and
neural networks. The methods included are GBR,
MLP Regressor, and XGBoost, as presented in Table
6. The results indicate that the boosting methods
generally provide superior prediction accuracy
compared to LR and DTR. However, it is important
to note that these boosting methods tend to be slower
in execution than both LR and DTR, highlighting a
trade-off between predictive performance and
computational efficiency.

Table 6. Average MSE and R? GBR, MLP

Regressor, and XGBoost
Average Time
Method MSE R? (s)

GBR 0.1526 0.8465 40.04
MLP Regressor 0.1763 0.8228 59.81
XGBoost 0.1520 0.8471 3.36
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Figures 4 and 5 illustrate the MSE and R? graphs for
all methods evaluated. From both graphs, the
superiority of XGBoost is clearly evident across all
folds, as indicated by its consistent low MSE and
high R? values. The RFR method follows closely in
second place, demonstrating strong performance in
nearly all folds. In contrast, Linear Regression
exhibits the worst performance, characterized by
higher errors and lower R? wvalues. This visual
representation reinforces the findings from the
numerical evaluations, highlighting the effectiveness
of these models in predicting the target variable.

Mean Squared Error (MSE) per Fold

MSE

Figure 4. MSE result with Cross Validation

R-squared (R?) per Fold

:::::

Figure 5. R? result with Cross Validation

Residual Analysis

The Residual Analysis method is employed to assess
the extent to which the developed model can
effectively capture patterns in the data. Residuals,
defined as the differences between actual values and
predicted values, play a crucial role in this analysis.
By examining the residuals, researchers can identify
patterns that the model may not have captured or
detect potential issues with the model's assumptions.
Residuals are calculated by subtracting the predicted
values from the actual values. In this analysis, the
dataset is divided into 80% training data and 20%
testing data, allowing for a comprehensive evaluation
of the model's performance.

Table 5.Results of training and testing residual

analysis
Training Testing
Method  NiSE  R! _MSE R
LR 0.2062 0.7964 0.1924 0.7972
DTR 0.1096 0.8918 0.1971 0.7923
RFR 0.0863 0.9147 0.1579 0.8336
GBR 0.1298 0.8719 0.1369 0.8557
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MLP Regressor 0.1565 0.8455 0.1521 0.8398
XGBoost 0.1258 0.8757 0.1343 0.8584

Table 9 presents the results of the training and testing
phases of the overall residual analysis for all models
utilized in this research, including LR, DTR, RFR,
GBR, MLP Regressor, and XGBoost. Additionally,
graphical representations of the residual analysis are
illustrated in Figures 6 to 11, providing a visual insight
into the performance and error patterns of each model.

Residual Plot for Linear Regression

Residuals

-2 -1 0 1 2 3 4
Predicted Values

Figure 6. LR Results with Residual Analysis

Residual Plot for Decision Tree (Optimized)

Residuals

-2 -1 ] r ) 2
Predicted Values

Figure 7. DTR Results with Residual Analysis

Residual Plot for Random Forest (Optimized)

Residuals

-4

2 =1 o 1 2
predicted Values

Figure 8. RGR Results with Residual Analysis
From the LR, DTR, and RGR models, as illustrated in
Figures 6 to 8, it is evident that the LR model exhibits
a more dispersed visualization of its actual values.
Conversely, the RGR model demonstrates a closer
alignment with the actual values. This observation is
consistent with the finding that RGR has the smallest
MSE among the three models.

Residual Plot for Gradient Boosting (Optimized)

Residuals

=2

-3

-2 =1 0 1 2 3
Predicted Values
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Figure 9. GBR with Residual Analysis

Residual Plot for MLP Regressor (Optimized)

-2 -1 0 1 2 3
Predicted Values

Figure 10. MLP Regressor Results with Residual
Analysis

Residual Plot for XGBoost (Optimized)

-2 -1 0 1 2 3
Predicted values

Figure 11. XGBoost Results with Residual
Analysis

When compared with boosting and neural network
models, as illustrated in Figures 9 to 11, the boosting
models such as Gradient Boosting Regressor (GBR) and
XGBoost exhibit more compact residual distributions.
The prediction data that deviates significantly from the
actual values is considerably reduced in these models
compared to others. Notably, the density of points
around the actual values is particularly pronounced in
the XGBoost method, indicating its exceptional
prediction performance. This visualization underscores
the effectiveness of boosting techniques in minimizing
prediction errors.

From the results obtained, XGBoost emerges as the
model with the best performance, exhibiting the lowest
MSE and the highest R? values during data testing. The
GBR also serves as a strong alternative, demonstrating
performance that is closely aligned with that of
XGBoost. Additionally, the RFR model provides
commendable results and is easier to interpret compared
to GBR or XGBoost. In contrast, LR and DTR models
are less optimal, as they exhibit lower accuracy and a
tendency to overfit the data.

IV. CONCLUSION

This research evaluated three regression models: LR,
DTR, and RFR. The evaluation results, obtained
through K-Fold Cross Validation, demonstrated that
RFR outperformed both LR and DTR, as indicated by
the smallest MSE value and the largest R? value.
However, it is important to note that RFR incurs
significant time costs due to the necessity of repeatedly
building multiple trees, which can impact its practicality
in time-sensitive applications.
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By comparing the three methods—LR, DTR, and
RFR—with boosting methods such as GBR and
XGBoost, as well as neural network methods like the
MLP Regressor, it was found that the RFR method
remains superior to the MLP Regressor. However, it is
outperformed by both XGBoost and GBR, indicating
that while RFR is effective, the boosting methods
provide enhanced predictive performance. The GBR
and RFR demonstrated strong performance across the
evaluated datasets, while LR performed adequately for
simpler datasets. The inclusion of the MLP Regressor
underscored the potential of neural networks in
regression tasks; however, it exhibited slightly lower
accuracy compared to the ensemble methods. These
findings suggest that advanced machine learning
techniques, such as XGBoost, are particularly effective
in handling complex datasets for accurate predictions,
providing valuable insights.
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