
 Abstract—The SIGNAL application facilitates online 

vehicle tax payments for the public. The application's 

quality is frequently evaluated through user reviews on 

platforms like the Google Play Store. This study aims to 

analyze the sentiment of SIGNAL user reviews using a 

Machine Learning-based approach, specifically the BERT 

(Bidirectional Encoder Representations from 

Transformers) model. The dataset consists of 20,000 user 

reviews. After preprocessing, the remaining data 

comprises 17,287 reviews, categorized into 12,758 positive 

reviews, 2,160 neutral reviews, and 2,369 negative reviews. 

To address data imbalance, the Random Over Sampling 

(ROS) technique was applied. The evaluation was 

performed using metrics such as accuracy, precision, 

recall, and F1-score. The results of the study indicate that 

the IndoBERT model can classify sentiments with an 

accuracy of 99% and a validation accuracy of 98% after 

five epochs of training. Confusion matrix analysis shows 

that the model achieved an overall accuracy of 99.72% on 

training data and 98.68% on testing data. This study 

demonstrates that the IndoBERT model is highly effective 

in classifying sentiment and makes a significant 

contribution to understanding the user experience of 

SIGNAL, which can serve as a foundation for future 

improvements to the application. 

 
Index Terms— Sentiment Analysis, National Digital 

Samsat (SIGNAL), BERT, IndoBERT, Machine Learning.  

 

I. INTRODUCTION 

n the Society 5.0 era, rapid technological 

advancements drive governments to innovate in 

public service delivery. One of the steps that can be 

taken is to develop innovations in the implementation of 

e-government. In Indonesia, the concept of e-

government was first introduced in 2001[1], following 

the issuance of Presidential Instruction No. 6 of 2001 on 
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Telematics (Telecommunications, Media, and 

Informatics) [2].  

Digitization in the government sector enables 

the provision of more effective and transparent public 

services while also encouraging citizen engagement in 

decision-making processes. In today's digital era, 

governments continue to strive for efficiency 

optimization and service improvement through various 

technological innovations [3]. Based on the Road 

Traffic and Transportation Law No. 22 of 2009 [4], the 

Sistem One Roof Integrated Administration (One-Stop 

Administration System), also known as SAMSAT, is an 

administrative system used in Indonesia to manage non-

tax state revenue and motor vehicle tax collection. Due 

to the rapid expansion of internet usage, the Indonesian 

government, through the Traffic Corps of the National 

Police (POLRI), introduced the SIGNAL application[5]. 

Motor vehicle payment services can be 

conducted online through a platform called Samsat 

Digital Nasional (SIGNAL). The Directorate General of 

Taxes of the Ministry of Finance of the Indonesian 

government developed this application to help citizens 

fulfill their tax obligations. The SIGNAL application 

has been downloaded by more than one million users 

and can be found on the Google Play Store.[6]. The 

main goal of Samsat is to provide efficient and 

integrated administrative services and ensure that 

vehicle owners fulfill their tax obligations. [3]. In this 

regard, the SIGNAL application represents a significant 

step toward modernizing the motor vehicle taxation 

system through e-government.  

Currently, the SIGNAL application has 

received feedback from its users. There are 

approximately 172,000 user reviews on the Google Play 

Store, with many users expressing complaints about 

technical issues, data errors, and dissatisfaction with the 

application's performance. A previous study utilized the 

Naïve Bayes algorithm on 2,000 reviews [3], but an 

improper implementation of the algorithm resulted in 

less accurate sentiment analysis of user reviews for the 

SIGNAL application. Moreover, traditional machine 

learning methods such as Naïve Bayes are less effective 

in understanding complex language patterns and 

sentence context, which play a crucial role in sentiment 

analysis. Additionally, data imbalance in user reviews 

can also degrade the performance of classification 

models, as the model tends to be biased toward the 

majority class. These concerns highlight the importance 

of further evaluation of the application's reliability.  
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Several studies have been conducted to identify 

effective methods for sentiment analysis of user reviews 

in applications. The first study focused on analyzing 

user reviews of the SIGNAL application on Google Play 

Store using the Naïve Bayes method on 2,000 review 

data. The results showed an accuracy of 63.61%, a 

precision of 92.19%, and a recall of 61.52% [3]. The 

second study explored sentiment analysis on the DANA 

application using the Bidirectional Encoder 

Representations from Transformers (BERT) method on 

13.231 review data. By implementing IndoBERT, the 

study achieved an accuracy of 98% and a validation 

accuracy of 93% after training for 10 epochs with a 

70:30 data split ratio [7]. Another study analyzed user 

reviews of the Genshin Impact game application using 

BERT, utilizing 12,000 datasets from the Google Play 

Store. The results showed the highest precision value of 

0.86%, recall of 0.78%, and an F1-score of 0.82%, 

indicating that the model effectively captured sentiment 

[8].  

This study utilizes IndoBERT, a variant of 

BERT (Bidirectional Encoder Representations from 

Transformers), for sentiment analysis, optimized using 

the Random Over-Sampling technique to address data 

imbalance. BERT is a Deep Learning model developed 

by Google and released in 2018. In the natural language 

processing (NLP) translation process, this model is used 

to represent words in context. This enables a better 

understanding of word meanings based on the context of 

the sentence. [9]. IndoBERT, on the other hand, is a 

BERT model specifically designed for the Indonesian 

language and has proven to be effective in NLP tasks, 

including sentiment analysis, due to its ability to 

understand context and meaning in complex Indonesian 

sentences [8]. Compared to traditional approaches, 

IndoBERT has shown superior performance in 

sentiment classification tasks, particularly in handling 

nuanced language structures and imbalanced datasets. 

This study aims to identify a more accurate sentiment 

analysis method compared to previous approaches and 

to gain better insights into user perceptions of the 

SIGNAL application. By providing a more reliable 

sentiment analysis model, this research contributes to 

enhancing the evaluation process of government digital 

services and improving user experience in e-government 

applications 

II. LITERATURE REVIEW  

A. Sentiment analysis 

In natural language processing (NLP), sentiment 

analysis, also known as opinion mining, is a 

technique aimed at identifying and conveying 

emotions, opinions, evaluations, attitudes, 

subjectivity, and judgments present in a given text.  

[7]. In the context of e-government, sentiment 

analysis is used to understand public satisfaction 

with digital services. By analyzing user reviews, 

the government can improve the quality of 

application-based services such as SIGNAL. 

B. User Reviews 

One of the features provided by the Google Play 

Store is user reviews, which allow users to give 

feedback or reviews through ratings and comments 

for the applications they download [10]. In 

sentiment analysis, user reviews serve as the 

primary data source that can be analyzed to 

identify public opinion trends toward a digital 

service. 

C. National Digital Samsat (SIGNAL) 

SIGNAL is a platform that provides vehicle tax 

payment services via the internet. The Indonesian 

government, through the Directorate General of 

Taxes of the Ministry of Finance, developed this 

application to facilitate tax payments for the 

public. SIGNAL can be downloaded from the 

Google Play Store and has been used by more than 

one million users [6]. 

D. Machine Learning 

The field of artificial intelligence known as 

machine learning focuses on developing 

algorithms and techniques that enable computer 

systems to learn from data and improve their 

performance over time without explicit 

programming [11]. 

E. Bidirectional Encoder Representations from         

Transformers (BERT) 

BERT is a deep learning model that has achieved 

advanced performance in various Natural 

Language Processing (NLP) tasks [12]. This model 

can understand the meaning of words based on 

their context within a sentence, unlike traditional 

approaches that only consider words individually. 

F. IndoBERT 

IndoBERT is a BERT model specifically designed 

for the Indonesian language. This model has 

proven effective in natural language processing 

tasks such as sentiment analysis because it can 

understand the context and meaning of complex 

Indonesian sentences. [9]. Compared to other 

Transformer models such as RoBERTa and 

XLNet, IndoBERT is superior in Indonesian NLP 

tasks because it has been trained on a large 

Indonesian language corpus. 

G. Random Over Sampling (ROS) 

Random Over Sampling is a technique that 

involves randomly adding data from the minority 

class into the training dataset. This process is 

repeated until the number of data points in the 

minority class is equal to that of the majority class 

[13].  
 

III. RESEARCH MOTHODOLOGY  

A. Research Method 

This study uses an exploratory research method. An 

exploratory research method is conducted to search 

for new ideas or relationships from specific 
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phenomena [14]. This study employs sentiment 

analysis using IndoBERT, a BERT-based model, 

optimized with Random Over Sampling (ROS) to 

address data imbalance. This study employs 

sentiment analysis using IndoBERT, a BERT-based 

model, optimized with Random Over Sampling 

(ROS) to address data imbalance. There is a 

conceptual flowchart of the research that shows the 

stages from data collection to model evaluation, as 

depicted in Figure 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1 Research Concept Diagram 

B. Data Collection Techniques 

1) Primary Data 

Primary data refers to data collected directly by 

the researcher [14]. In this study, the primary 

data used are user reviews of the Samsat 

Digital Nasional (SIGNAL) application, 

available on the Google Play Store, with 

20,000 reviews in Indonesian. 

 

2) Secondary Data 

Secondary data refers to data that has been 

collected by others previously. This type of 

data is gathered by parties not directly related 

to the research study but for other purposes and 

at a different time in the past [14]. 

C. Analysis Method 

The researcher employs the sentiment analysis 

method using IndoBERT from BERT 

(BiDirectional Encoder Representations from 

Transformers). IndoBERT was chosen because it 

can understand the context and meaning of 

complex Indonesian sentences and has proven to 

be effective in natural language processing tasks 

such as sentiment analysis. 

 [9]. 

D. Testing and Data Processing Method 

1) Testing Method 

This testing method aims to evaluate the 

performance of the classification method. The 

results from the confusion matrix table are 

used to measure classification performance by 

calculating the values for accuracy, precision, 

recall, and F1-Score, as follows: 

a) Accuracy 

Accuracy is an assessment conducted to 

determine the overall classification 

capability of a model. 

 

   (1)  

 

b) Precision 

Precision is the percentage of accuracy 

between the information requested by the 

user and the response provided by the 

system. The formula to determine Precision 

is as follows: 

       (2) 

 

c) Recall 

Recall is an evaluation metric that 

describes how well a model correctly 

identifies the positive class. The formula 

to determine Recall is as follows: 

         (3) 

 

d) F1-Score 

F1 Score is an evaluation metric that 

shows the balance between Recall and 

Precision. The formula to determine the 

F1 Score is as follows: 

 (4) 

2) Data Processing 

In this study, the processing of user reviews is 

carried out through the following stages: 

a) Preprocessing Stage 

Before processing the data, the first step 

taken is preprocessing using the Python 

programming language. This stage 

includes several processes, as shown in 

Figure 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2 Preprocessing Stage 

 

To ensure data quality, several data 

cleaning stages are performed before 

sentiment analysis is conducted: 
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1) Data Cleaning 

At this stage, phrases in the dataset 

will be cleaned of duplicate data, 

excessive spaces, symbols, and emojis. 

This process is carried out to prevent 

negative impacts on the analysis 

results, which could lead to suboptimal 

classification [9]. 

 

2) Case Folding 

At the case folding stage, uppercase 

letters in the data are converted to 

lowercase. This process facilitates text 

search and processing, as not all text 

uses uppercase letters consistently. 

3) Normalization 

Normalization is the process of 

converting text into a standard or 

normal form, making analysis easier to 

perform. 

4) Stopword Removal 

Words that are not highly significant in 

text analysis are removed through a 

process called Stopwords Removal. 

These words typically do not 

contribute to understanding or 

providing context to a sentence.[15]. 

5) Stemming 

Stemming is the process of converting 

each word to its root form according to 

the rules found in the Indonesian 

Dictionary (KBBI) [10]. 

 

b) Labeling Stage 

Data labeling is used to determine whether 

a phrase falls into the Positive, Neutral, or 

Negative analysis category. [10]. In this 

study, the labeling process is conducted 

using a Lexicon Dictionary. 

c) Data Visualization 

Data visualization is a method for 

presenting information and data in graphic 

form, making it easier to understand and 

explore the information. The main goal of 

data visualization is to help users 

comprehend the structure and meaning of 

the data, as well as support decision-

making by identifying hidden patterns [3]. 

d) Data Splitting 

The next stage is data splitting. The dataset 

was split in a 70:15:15 ratio for training, 

validation, and testing [9].  

e) Random Over Sampling 

ROS refers to the process of randomly 

adding minority class data to the training 

set until the number of minority class 

samples equals that of the majority class 

[9]. 

f) Tokenization with IndoBERT 

Ttokenization is the process of converting 

sensitive data into non-sensitive data. This 

stage includes the processes of token 

embeddings, segment embeddings, and 

position embeddings. The token "[CLS]" 

is used to represent the start of a sequence, 

whiile "[SEP]" is used to separate 

segments (text) 

g) IndoBERT Model Classification from 

Bidirectional Encoder Representations 

from Transformers (BERT) 

IndoBERT is a pre-trained BERT-based 

model developedd for the Indonesian 

language [9]. The flow of applying 

IndoBERT can be seen in Figure 3 below: 

 

 

 

 

 

 

 

 

 

 

 
Figure 3 Flow of IndoBERT Application 

 

IV. RESULTS AND DISCUSSION 

 

In this study, the implementation was carried out using 

Python through the Jupyter platform and Google Colab. 

To run the Python program, the use of libraries is 

required. A library is a collection of reusable code that 

can be used in various programs. To achieve the desired 

results in this research, several stages were carried out, 

including data collection through review scraping, data 

preprocessing, labeling process, classification, and 

evaluation. 

A. Data Collection 

In this study, the author used 20,000 user review 

data. The data was collected from December 2023 to 

October 2024. After that, the collected data will be 

downloaded and saved in CSV (Comma Delimited) 

file format for the next stages. 

B. Data Preparation Stage 

1) Preprocessing Stage 

The next stage is Preprocessing, which is the 

step to prepare the data for use in the following 

processes. 

a. Data Cleaning 

In this stage, sentences in the dataset will be 

cleaned from duplicate data, excess spaces, 

symbols, and emoticons to prevent negative 

impacts on the analysis results, which could 

cause suboptimal classification. The result 

of the Data Cleaning can be seen in Figure 

4. 
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Figure 4 Data Cleaning Results 

b. Case Folding 

In the Case Folding stage, the review data is 

processed by converting all uppercase 

letters to lowercase. The result of the Case 

Folding stage can be seen in Figure 5. 

 

 

 

 

 

 

 
Figure 5 Case Folding Results 

 

c. Normalization 

In the Normalization stage, the text is 

converted to a standard or normalized form 

using a "kamuskatabaku" (standard word 

dictionary) obtained from GitHub. This 

dictionary contains a list of non-standard 

words along with their corresponding 

standard words. The result of the 

Normalization stage can be seen in Figure 6 

 

 

 

 

 

 
 

Figure 6 Normalization Results 

 

d. Stopword Removal 

In the Stopword Removal stage, words that 

do not have significant meaning in the text 

analysis will be removed. These words 

typically do not contribute to the 

understanding or context of the sentence. 

The result of the Stopword Removal stage 

can be seen in Figure 7. 

 

 

 

 

 

 

 

 
Figure 7 Stopword Removal Results 

 

 

e. Stemming 

In the Stemming stage, each word will be 

transformed into its root form based on the 

rules from the Kamus Besar Bahasa 

Indonesia (KBBI). The result of the 

Stemming stage can be seen in Figure 8. 

 

 

 

 

 

 

 
 

Figure 8 Stemming Results 

 

C. Data Processing Stage 

1) Labelling 

The user review data that has been collected and 

processed through the Preprocessing stage will 

then be labeled as positive, neutral, or negative 

using a lexicon dictionary obtained from GitHub. 

The result of this labelling stage is shown in Figure 

9. 

 

 

 

 

 

 

 

 
 

Figure 9 Labelling Results 

 

2)  Data Visualization 

The next step is to visualize the data to make it 

easier to understand and more appealing. In this 

stage, the Matplotlib library is used to present the 

data in the form of a chart (bar diagram). This 

visualization aims to display the number of data 

points labeled as positive, neutral, and negative. The 

result of this visualization is shown in Figure 10. 

 

 

 

 

 

 

 

 

 

 
Figure 10 Visualization of Labelling Results 
 

The figure showing the data visualization in the form 

of a bar chart indicates that the highest number of 

reviews is found under the positive label, with a total 

of 12,758 reviews. Meanwhile, the neutral label has 

2,160 reviews, and the negative label has 2,369 

reviews. 
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The visualization of reviews for the National Digital 

Samsat application is also presented in the form of a 

Word Cloud. A Word Cloud is a graphic 

representation that displays words from a text, where 

the most frequently occurring words are shown in 

larger and more prominent sizes. The result of the 

Word Cloud visualization can be seen in Figure 11. 

 

 

 

 

 

 

 

  
 

Figure 11 Word Cloud of Positive Reviews 

 

The positive Word Cloud highlights frequently used 

terms in positive reviews, including “pay”, “tax”, 

“help”, “thank you”, and “great”, which reflect the ease 

of payment, assistance, and service satisfaction. 

 

 

 

 

 

 

 
 

Figure 12 Word Cloud of Negative Reviews 

 

The negative WordCloud image displays words that 

frequently appear in negative reviews of National 

Digital Samsat users, such as "pay", "tax", "vehicle", 

"code", and "complicated". These words reflect user 

issues, such as difficulties in payment, OTP code 

problems, and app complexity, which need to be 

addressed to improve the user experience. 

 

 

 

 

 

 

 

 
  Figure 13 Word Cloud of Neutral Reviews 

 

The neutral WordCloud image displays words that 

frequently appear in neutral reviews of National Digital 

Samsat users, such as "pay", "tax", "app", "vehicle", and 

"help". These reviews tend to be informative or 

descriptive, without expressing a clear sentiment, either 

positive or negative. 

 

3) Random Over Sampling 

The next step is to apply Random Over Sampling 

because the labeled data shows a class imbalance 

(Data Imbalance). This process aims to balance the 

number of data in the minority class with the 

majority class. The data before and after Random 

Over Sampling is applied is displayed in a graph, as 

shown in Figure 14. 

 

 

 

 

 

 

 

 

 
Figure 14 Visualization of data before and after ROS 

 

The dataset initially contained 17.287 entries: 

12.758 positive, 2.360 neutral, and 2.160 negative 

labels. After applying Random Over Sampling, the 

total data increases to 38,274, with each sentiment 

class having 12,758 entries. 

 

4)   Data Split Stage 

The next step is to split the data, which involves 

dividing the data into three parts: training data, 

validation data, and test data. In this study, a 70:15:15 

proportion is used for the data split [9], as shown in 

Table 1. 

Table 1 Data Split Results 

Rasio Hasil Split Data 

70:15:15 
Training Validasi Testing 

26791 5742 5741 

 

5) Tokenization with IndoBERT 

he next step is tokenization with the IndoBERT 

model. This process converts each sentence into 

numbers, which are then encoded before being input 

into the model. Tokenization is carried out using the 

BERT library, specifically the BERT-Tokenizer. The 

results of tokenization can be seen in Figure 15. 

 

 

 

 

 

 

 
 

 

Figure 15 Tokenization Results with IndoBERT 

 

6) Classification with IndoBERT Model from BERT 

(Bidirectional Encoder Representations from 

Transformers) 

Training is performed on the training and validation 

data that have been split previously with a 70:15:15 

ratio [10]. In this study, the classification process is 

carried out for 5 epochs with a batch size of 16, a 

learning rate of 2e-5, and the Adam optimizer. The 

results of the classification can be seen in Table 2 

and Figure 4.15 below: 
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Table 2 IndoBERT Classification Results 
 

 

 

 

 

 

 

 

 

 
Figure 16 IndoBERT Classification Results 

 

From the table and figure, we can observe that the 

IndoBERT model training was conducted for 5 

epochs, with a significant improvement in 

performance. Initially, the Train Loss was relatively 

high (0.4285) with a Train Accuracy of 81.80%, but 

it continued to improve, reaching a Train Loss of 

0.0374 and Train Accuracy of 98.71% in the final 

epoch. The Validation Loss and Validation Accuracy 

also showed consistent performance, with Validation 

Accuracy peaking at 98.33% in the 4th epoch. This 

trend indicates that the model successfully learned the 

patterns well. To support this understanding, a 

visualization in the form of a graph clearly shows the 

trend of performance improvement during training. 

The visualization can be seen in Figure 16. 

 

 

 

 

 

 

 

 

 
Figure 17 Visualization of training loss and accuracy results 

 

7)  Model Evaluation. 

After the training process, the model is 

evaluated using both training and testing data. 

Below are the evaluation results using the 

training data: 

 

 

 

 

 

 

 
 

 

Figure 18 Training Data Confusion Matrix 

 

The model evaluation results on the training data 

achieved an accuracy of 99.72%, indicating an excellent 

ability to recognize training data patterns. The 

misclassification rate is very low, with a minimal 

number of false positives (FP) and false negatives (FN). 

The classification details are as follows: 

1) Negative class: 8929 samples were correctly 

classified, while 20 samples were misclassified 

as neutral. 

2) Neutral class: 8879 samples were correctly 

classified, while 31 samples were misclassified 

as positive. 

3) Positive class: 8,907 samples were correctly 

classified, while 5 samples were misclassified as 

negative. 

 

After that, to gain a deeper understanding of the 

model's performance, a classification report will be 

calculated. The classification report results for the 

training data can be seen in Figure 19. 
 

 

 

 
 

 

 
 

 

 
Figure 19 Training Data Classification Report 

 

In the evaluation of the training data, the model 

showed a very high accuracy of 99.72%, with 

precision, recall, and F1-score metrics close to 1.00 

for all classes (negative, neutral, and positive). This 

result indicates that the model has learned the 

patterns in the training data very well, with a very 

minimal error rate. 

 

Afterward, the model was evaluated to measure how 

well it performs in predicting unseen data using the 

Testing data. The evaluation was conducted using a 

confusion matrix, which provides a clearer picture of 

the model's ability to classify data correctly. The 

results of the confusion matrix can be seen in the 

image. 

 

 

 

 

 

 

 

 

 
 

Figure 20 Testing Data Confusion Matrix 

 

On the test data, the model still demonstrates high 

performance with an accuracy of 98.68%. However, 

there is an increase in misclassification compared to 

the training data. The classification details are as 

follows: 

Epoch 
Train Validation 

Loss Accuracy Loss Accuracy 

1 0.4285 0.8180 0.1912 0.9296 

2 0.1823 0.9332 0.1010 0.9687 

3 0.1039 0.9647 0.0854 0.9758 

4 0.0604 0.9790 0.0576 0.9833 

5 0.0374 0.9871 0.0605 0.9827 
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1) Negative class: 1909 samples were correctly 

classified, while 12 samples were 

misclassified as neutral. 

2) Neutral class: 1890 samples were correctly 

classified, while 43 samples were 

misclassified as positive. 

3) Positive class: 1866 samples were correctly 

classified, while 5 samples were misclassified 

as negative. 
 

After that, to gain a deeper understanding of the 

model's performance, the classification report will be 

calculated. This classification report includes 

important metrics such as precision, recall, F1-score, 

and support for each class, allowing us to evaluate the 

model's performance in more detail. The results of 

the classification report can be seen in the image. 

 

 

 

 

 

 

 

 
Figure 21 Testing Data Classification Report 

 

The classification report provides an assessment of 

the model's performance through the metrics of 

Precision, Recall, and F1-Score. For the negative 

review category, the model achieved a precision of 

0.99, recall of 1.00, and an F1-Score of 0.99, 

indicating a very high accuracy in identifying 

negative reviews. For the neutral category, a 

precision of 0.98, recall of 0.99, and F1-Score of 0.98 

suggest very good performance, although slightly 

below the negative category. Meanwhile, for the 

positive review category, precision was recorded at 

0.99, recall at 0.97, and F1-Score at 0.98, indicating 

that the model faced slightly more difficulty in 

classifying positive reviews compared to the other 

two categories. After evaluation using the Testing 

data, overall, the model achieved a total accuracy of 

98.68%, with very high average metrics across all 

categories. 

V. CONCLUSION 

From the research conducted on sentiment analysis of 

user reviews for the National Digital Vehicle 

Registration System (SIGNAL) application on 

Google Play Store using the IndoBERT model from 

BERT, the following conclusions can be drawn: 

1. The data used consists of 20,000 reviews, obtained 

through scraping technique using the Google-

Play-Scraper library on Google Colab. 

Afterward, the data was labeled using a Lexicon 

dictionary, resulting in 12,758 reviews labeled as 

positive, 2,160 reviews labeled as neutral, and 

2,369 reviews labeled as negative. The labeled 

data shows a significant imbalance between the 

number of positive, negative, and neutral 

reviews. Therefore, Random Over Sampling 

technique was applied to balance the data 

distribution across all three categories. 

2. The sentiment analysis performed using the BERT 

model from IndoBERT achieved an accuracy of 

99% and a validation accuracy of 98% after 

training for 5 epochs with a data split of 70:30 

(70% for training data, 15% for validation data, 

and 15% for test data). These results indicate that 

IndoBERT is highly effective in sentiment 

analysis of user reviews. 

3. Based on the model's testing using the confusion 

matrix, overall, the model achieved an accuracy 

of 99.72% on the training data and 98.68% on 

the testing data. 

 

VI. SUGGESTIONS 

Based on the findings and limitations of this research, 

several suggestions can be made: 

1. Dataset Enhancement: Use a larger and more 

diverse dataset to improve the model's accuracy, 

covering various sentiments and topics, so the 

model can better understand the context and 

language variations of users. 

2. Alternative NLP Models: In addition to BERT, 

models such as XLNet or RoBERTa could be 

tested for a more comprehensive comparison in 

sentiment analysis. 

3. Training Efficiency: Given the high computational 

demands, it is recommended to explore 

techniques like distillation or more resource-

efficient fine-tuning. 

4. Validity and Generalization: Evaluate with datasets 

from other sources to reduce bias and improve 

the model’s ability to understand reviews from 

various platforms. 
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