
  Abstract— Traffic accidents are caused by several 

factors, especially due to driver fatigue. To minimize 

accidents caused by human negligence, developing a 

prototype microsleep detection system to trigger an alarm 

is necessary. This research uses Histogram Oriented 

Gradient and Support Vector Machine methods to detect 

objects. The programming language used is Python, using 

the dataset from the Idlib face landmark as a marker in 

the face point area, which will then be calculated based on 

the eye aspect ratio. This system is implemented using 

video input captured using a webcam in real-time. The 

output of this system uses a buzzer to alert the driver. In 

this study, the test results were obtained well, carried out 

with 2 test scenarios with a distance of 40cm - 100cm and 

testing light levels of 33 lux to 226 lux. From these results, 

the accuracy results were obtained at 88% each. 

 
Index Terms— Eye aspect ratio, Microsleep detection, 

Support vector machine, Histogram Oriented Gradient.   

I. INTRODUCTION 

OWADAYS, the development in the computer 

technology is getting faster; various information 

and all data can be accessed using a computer. The 

computers can replace human work because it is more 

efficient and optimal [1]. The development of 

technology can have a positive impact on daily human 

activities. Besides that, there is a negative impact, as the 

increasing number of accident cases every year in 

Indonesia from 25.9% to 47.7% [2]. The driver most 

important role in driving, so it takes extra concentration 

[3]. 

Microsleep is the phenomenon of sudden 

unconsciousness due to drowsiness [4]. During sleepy 
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conditions, the frequency of eye blinks will increase per 

minute by 20%, so it can be said to be microsleep if the 

duration of the eyes is closed for 0.5 seconds or higher 

[5]. So this system is a solution to decrease traffic 

accidents that often occur due to decreased driver 

concentration levels. In addition, it can help to monitor 

drivers to be more vigilant when driving in all 

conditions [6]. 

In this research, the development system using 

python language because a library is a tool that can free 

to use and access. This research using NodeMCU 

ESP8266 is needed to design this prototype system, 

which has a series of chips connecting with a mini 

computer via a serial port [8].  

In previous research, a driver fatigue detection 

system based on eye blink measurements was created 

using the viola jones method [9]. Next studies discuss 

this topic. Among them is research conducted by [10] 

with the title "Intelligent Driver Drowsiness Detection 

through Fusion of Yawning and Eye Closure" the 

research obtained the combination of eye closure and 

yawning detection methods. The method used for 

drowsiness detection is fusion-based. Furthermore, 

research [11] entitled "Driver Drowsiness Detection 

System Based on Visual Features" in detecting driver 

fatigue calculated based on eye blinks. The level of 

drowsiness in general adults is 2-10 seconds per blink of 

an eye. Then states the indication of a drowsy driver 

marked by a closed eye blink for 3 or 4 seconds. 

From these problems, in this study, the authors will 

implement a drowsy eye detection system using a 

different method, HOG + SVM, which is used for face 

detection. With this method, to get accurate results, this 

detection system has an estimated time of closed eyes of 

more than 3 seconds an alarm will sound as a warning. 

This paper is arranged as follows: Section II briefly 

presents the material of Open CV, Histogram Oriented 

Gradient, Facial Landmark, Support Vector Machine, 

and many morem, Section III method so in this section. 

Section IV shows the evaluations. Finally, Section V 

provides conclusions and directions for future work. 
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II. MATERIALS 

A. Machine Learning 

Machine Learning is one of the approaches in the 

field of artificial intelligence that functions to replace or 

mimic human behavior in solving a problem. Machine 

learning is intelligently able to mimic the human 

process of learning [12]. There are two main 

applications of machine learning, including 

classification and prediction, where the classification 

method can sort or classify objects based on specific 

characteristics. In comparison, the prediction method 

predicts the data obtained from the test results 

(training). One of the most popular ML methods is the 

decision-making system with the Support vector 

machine and neural network methods [13]. 

B. Open CV 

OpenCV is used for actual-time image processing 

using open-source licensed libraries. OpenCV is written 

using the C++ programming language and the 

availability of interfaces in various programming 

languages. OpenCV has various applied fields: gesture 

recognition, face recognition, human and computer 

interaction, and mobile robotics [14]. 

C. Support Vector Machine 

In 1992, Boser, Guyon, and Vapnik developed a data 

mining method called Support Vector Machine (SVM). 

To form a decision line by utilizing the margin, this 

SVM functions to determine the hyperplane function in 

the form of a linear model. Margin is the distance 

between the hyperplane and the nearest data. The SVM 

method can classify linear models, but it can also solve 

classification problems in the form of non-linear using 

concepts such as kernel tricks [15]. 

 

 
 

Fig. 1. Support Vector Machine Algorithm 

 

Based on Fig. 1 support vector machine algorithms are 

widely used for face detection and detect landmark 

points and landmark points that are detected and then 

combined into different categorizations, including nose, 

mouth, eyes, chin eyebrows, cheeks, right-left 

eyebrows, and lips. The classification process can be 

used in still images and real-time video capture [16]. 

D. Histogran Oriented Gradient 

Histogram Oriented Gradient (HOG) is a feature 

extraction used in computer vision and image 

processing by calculating the gradient value in an image 

to get the output used to identify. The process of using 

HOG is that the RGB (Red, Green, Blue) image is 

converted to grayscale, then the gradient value of each 

pixel is calculated [17]. Next, determine the number of 

orientation bins as histogram creation. Then divided into 

several cells and grouped into larger sizes, commonly 

called blocks. Furthermore, block normalization is 

carried out as an R-HOG geometry calculation [18]. 

E. Facial Landmark 

Facial Landmark is an automatic face detector 

method trained in the dlib library and detects up to 68 

(x,y) landmarks as mapping structures on the face [19]. 

 

 
 

Fig. 2. Facial Landmark Point 
 

Fig. 2 It describes the facial landmark points in 2 

different classes, primary and secondary. The first 

landmarks are the eyebrows, nose, eyes, and mouth. 

There play an essential role in the facial identity of low-

level image features. Secondary landmarks are cheeks, 

daug, left and proper eyebrows and lips, while the non-

extremity point is the nose. In this case, it is crucial to 

recognize facial expressions and track faces [16]. 

F. Eye Aspect Ratio 

Eye Aspect Ratio (EAR) is predicted to start selecting 

landmark coordinates. EAR decreases rapidly to zero 

when sleepy. EAR is the ratio of the vertical to the 

horizontal length of the eye [20]. 

 
Fig. 3. Eye Aspect Ratio 

 

In Fig. 3, 6 approximate landmarks from the dlib 

package must be localized to each right or left eye. 
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These landmarks play a crucial role in calculating the 

eye aspect ratio according to the guidelines, and there 

are six landmark points for the eyes, namely P1, P2, P3, 

P4, P5, and P6, as shown in Figure 6. First, calculate the 

vertical Euclides distance for the pair of points (P2, P6) 

& (P3, P5). Next, calculate the horizontal Euclides 

distance for points (P1, P4) [11]. 

G. Node MCU 

NodeMCU can carry out microcontroller functions 

and internet connection (Wi-Fi). The tool is an 

electronic board with the ESP8266 chip base. There are 

input/output slots, so developing an IOT-based 

monitoring and controlling application system is easy. 

The shape of the NodeMCU ESP8266 tool has a USB 

port that makes it easy to do programming. By using the 

Arduino IDE, which aims to program through the 

Arduino compiler [21].  

H. Confusion Matrix 

The method that can measure the success of a 

classification method is to compare the classification 

results performed by the system with the classification 

results that should be obtained—the confusion matrix 

method by calculating the percentage of Precision, 

Recall and Accuracy. There is also a way to calculate 

the Confusion Matrix using the equation [22]. 

 
Table 1. Confusion Matrix Table (Vinet & Zhedanov, 2011) 

Predicted Values 
Actual Values 

Positive (1) Negative (0) 

Positive (1) TP FP 

Negative (0) FN TN 

 

Description: 

TP (True Positive): the number of correct predictions in 

the positive class. 

FP (False Positive): the number of incorrect predictions 

in the positive class. 

FN (False Negative): number of incorrect predictions in 

the negative class  

TN (True Negative): the number of correct predictions 

in the negative class. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
        (1) 

From the above formula, it can be interpreted that 

Recall (r) is the number of correct predictions in the 

positive class divided by the number of actual positives 

in the study. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
       (2) 

Precision (p) is the number of correct predictions in 

the positive class divided by the number classified as 

positive. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
     (3) 

Accuracy is the ratio of correct predictions (positive 

and negative) to the total data. So this accuracy can 

answer the correct predictions from the overall data 

available [23]. 

III. METHOD 

The research flow of the microsleep detection 

prototype is described in the flowchart as follows: 

 

 
 

Fig. 4. Research Flow 

 

The problem found at this time is the lack of 

sensitivity to oneself when sleepy or tired, which has an 

impact that will harm others and oneself, which causes 

accidents. In this case, an idea emerged to make a 

prototype work to detect microsleep connected to a 

microcontroller in the form of NodeMCU ESP8266. In 

working with this system, the driver's eyes will be 

captured using a camera in real time. If it takes more 

than 3 seconds, an alarm will automatically sound. 

 

 
 

Fig. 5. Microsleep Detection Prototype 

 

For the workings of the microsleep detection 

prototype, as described in Figure 3.2, the system uses 

external camera media used to capture the driver's face 

and requires laptop media used to run the system. 

Suppose it is detected that the eyes are closed for more 

than 3 seconds. In that case, the system will send data 

via the NodeMCU ESP8266 board port serial 

connection then the buzzer will automatically be 

triggered so that it sounds an alarm as a warning. Vice 

versa, if the eyes open again, the alarm will 

automatically turn off. The stages of making a 

microsleep detection prototype include: 

1. Development System 

To do coding using notepad +++ and run the 

system using the previous version of the python 

language, namely 3.8. 

2. Importing the ESP8266 library 

When writing code on the NodeMCU ESP8266 

board, import the library into the Arduino IDE 

application. In this case, the Arduino IDE 

application, by default, cannot connect to the 

NodeMCU ESP8266. 

3. Install serial port 3 COM 
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Installation is required first on the com3 port to 

integrate between the laptop and the NodeMCU 

ESP8266.  

4. Writing code on the NodeMCU board 

At this stage, the Arduino IDE application must 

write the setting code related to the com3 serial port. 

Then it will be inputted into the NodeMCU board 

using a micro USB cable connected to a laptop. 

 

After knowing the flow of this research, enter the 

prototype flow of this microsleep detection system. 

Related to the flow that will be used will be explained in 

Fig. 5 below: 

 

 
 

Fig. 5. Flowchart Prototype Microsleep Detection 

 

The workflow of the system includes the following: 

1. Start, Running the python program and webcam 

2. Using HOG + SVM method to detect eyes 

3. Face detection is when the driver's eyes are open 

or closed using facial landmarks from the dataset 

from iBug 300-w. 

4. If the eyes are closed, the program will calculate 

the time when the eyes are closed for more than 

3 seconds, and the alarm will sound. If less than 

3 seconds, the alarm will not sound. 

 

Landmark detection on faces that have 68 specific 

points on the face is done through several processes. 

The development process of this microsleep detector 

includes capturing the face in the image and then 

detecting landmarks in the face area (eyes). After 

marking the landmarks in the face area, then calculating 

the width and height of the eye, calculating the eye 

aspect ratio (EAR), which is related to the height and 

width of the eye. Furthermore, it finally displays the 

number of eye blink duration in the output video as 

described in Fig. 6. 

 
Fig. 6. Eye Aspect Ratio System 

 

In this study using the HOG method for detecting an 

object (human), there are several stages, including input 

image using a camera that will be normalized Gamma 

or convert the colour image to grey. 

𝑓0(𝑥, 𝑦) =
𝑓𝑖
𝑅(𝑥,𝑦)+𝑓𝑖

𝐺(𝑥,𝑦)+𝑓𝑖
𝐵(𝑥,𝑦)

3
    (4) 

The calculation changes the colour image into a grey 

image and then calculates the gradient value of each 

pixel. Then the number of orientation bins will be 

determined for histogram creation, called spatial 

orientation binning. In the gradient computing process, 

several cells are divided into one larger size called a 

block. The last process in the HOG algorithm is to 

normalize the algorithm block, and HOG has detector 

windows of 64x128 consisting of 8x8 pixels. Then it 

will be processed by SVM to determine facial features, 

including eyes, mouth, ears, and nose. 

The figure is a block diagram of the microsleep 

detection flowchart. In this process, capture video with 

an external camera containing images that will be 

processed using a python program on the Windows 10 

Operating System. Then the output results, whether the 

driver is sleepy or not, are determined by the eye-aspect 

ratio. 

After going through several stages mentioned above, 

the next is the creation of microsleep detection systems 

and applications. Related to this will be explained in the 

next chapter, in the results and discussion chapter. 

IV. RESULT AND DISCUSSION 

A. Development System 

System programming using the python language and 

code editor notepad++. The first step is to call the 

library and function of video capture and face detection 

and initialize the face predictor. Then start, the video 

stream capture was taken using a webcam that will be 

displayed on the system. The detector uses the dlib 

library, which has been trained based on the 

modification of the Histogram Oriented Gradient and 

Support Vector Machine Linear methods to detect 

objects, then will call the dataset file, which serves to 

initialize the predictor on the face using the dlib face 

landmark. 

Next is to map the right eye and left eye areas, then 

calculate the ratio of closed eyes. to get facial landmarks 
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from Idlib, from the data, 68 facial landmarks will then 

be mapped where the left eye point area is 36, 37, 38, 

39, 40, 41, as well as the right eye area, points 42, 43, 

44, 45, 46, 47—calling the get_blink_ratio function to 

calculate the ratio of the two eyes then using the average 

divided by 2. The time parameter starts when the 

duration is more than 5.7 seconds. Suppose it is less 

than 5.7 seconds, then as an end marker. If the 

parameter is less than -2 seconds, it will trigger an alarm 

to sound. 

B. Importing the ESP8266 Library 

There are a few steps that need to be done before 

installing the library, and the first is to set the 

preferences on file>Preferences>Additional Boards 

Manager URLs and fill it with 

"https://arduino.esp8266.com/stable/package_ 

esp8266com_index.json" as shown in Fig. 7 below: 

 
Fig. 7. Preferences Setting 

 

 Next, perform tools>board>board manager, as 

shown in Fig. 8. 

 
Fig. 8. Manager Board Menu 

 

Furthermore, finally, if you have entered, the board 

manager will download the library first then the display 

will appear as in Fig. 9 

 
Fig. 9. Boards Manager 

 

Then call the serial to the MCU Node. The serial port 

line used is COM7 with baudrate = 115200 and timeout 

= 1, which serves to integrate the buzzer as a warning 

sound. 

C. Writing code on the NodeMCU board 

The first step is to call the esp8266 library and use 

port D1 on the Nodemcu ESP8266, and then the second 

step is writing pseudocode to turn on the alarm, then 

setting the type of serial used as 115200. Furthermore, a 

loop is needed to capture if there is a param one call, 

and the alarm will turn on. 

D. Scenario Testing 

After several stages of designing, the application 

successfully ran. Related to the display of the results of 

the microsleep detection system design can be seen in 

Fig. 10. from the display where the contents of the 

display detect the face and eyes. In addition, there is a 

calculation of the results of the distance of the face to 

the camera. After designing, the next stage is to test the 

system. for testing itself, distance and light testing will 

be carried out, and then it will be assessed using the 

confusion matrix method. 

 
Fig. 9. Microsleep Detection System View 

 

After the manufacture of the microsleep detection 

system prototype is completed and can be run, then 

testing is carried out on the system. Testing is done by 

testing the distance and intensity of light that the system 

can run. Distance testing is carried out starting from 40 

cm to 1 meter. Using a lux meter tool to test light 

conditions ranging from 33 lux to 226 lux. The light is 

obtained from the number of lights, four pieces with 5 

watts, and 6 room lights that have power up to 144 

watts. This test is carried out to determine the success of 

the microsleep detection system prototype. 

 
Table 2. Scenario Testing Result 

Scenario Test 
Test 

Average 
Accuracy 

Number of 

Succesfull Tests 

Distance 

Testing 
0.074s 89% 168 Test 

Intesity of 

Light Testing 
0.05s 89% 120 Test 

 

Based on the results of the test in Table 2 from 2 test 

scenarios obtained from the results of testing the 

distance of 40cm - 100cm, the average time obtained is 

0.074 s from the number of successful tests of 168 tests 

getting an accuracy of 89% where from these results it 

can be evaluated that from that distance the system can 

detect quickly and accurately, according to the time and 

accuracy obtained. Furthermore, from testing the light 
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level starting from 33 lux to 226 Lux, the average time 

obtained is 0.05s from a successful number of 120 tests 

which get an accuracy of 89%. From the testing results, 

the light level can be evaluated so that the system can 

detect light properly and accurately. 

 
Table 3. Confusion Matrix Result 

Scenario Test Recall Precision Accuracy 

Distance 

Testing 
100% 100% 89% 

Intesity of 

Light Testing 
100% 100% 89% 

 

After testing based on the scenario, continue to test 

the value based on the confusion matrix. What is tested 

related to Recall (r) is the number of correct positive 

predictions (True Positive) divided by the actual number 

of positives in the study. The Precision (p) is the 

number of correct positive predictions divided by the 

number of predictions classified as positive. After that, 

the Accuracy test is the ratio of correct predictions 

(Positive and negative) divided by the total data. From 

the above calculations, the value of Recall, Precision is 

100%, and Accuracy is 89%, respectively. 

V. CONCLUSION 

This research aims to develop a prototype microsleep 

detection system and measure the accuracy performance 

based on the Histogram of Oriented Gradient and 

Support Vector Machine methods in detecting 

microsleep based on eye aspect ratio. This research is 

intended to answer the formulation of research 

problems. The results of this research can be concluded 

as follows.   

1. In developing a microsleep detection prototype to 

trigger a Linear Histogram Oriented Gradient and 

Support Vector Machine-based alarm. The tools 

and materials used are NodeMCU ESP8266, 

Buzzer, and USB cable. In detecting the stick eye 

area on the face of the face using the dlib face 

landmark dataset or from iBug 300 -w. to detect 

objects using the HOG and SVM methods as 

classifying objects, after that, it is applied by 

looking for the eye aspect ratio value which from 

the calculation results is used to calculate the 

width and height of the eye as a reference for 

calculating the duration of closed eyes for more 

than 3 seconds which will trigger an alarm to 

sound as a warning to the driver. 

2. After developing a prototype microsleep detection 

system using the Oriented Histogram Gradient + 

Support Vector Machine Linear method, testing is 

carried out using a confusion matrix where the test 

is to determine the performance of the system that 

has been made. In testing the system using 2 test 

scenarios, where from the test results obtained, the 

results of distance testing get an accuracy of 89%, 

and the test results of the light level testing 

scenario using a tool in the form of a lux meter 

obtained an accuracy of 89%. From testing these 

two scenarios, the performance results of the 

detection system are accurate. 
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